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The combination of laser-induced breakdown spectroscopy and energy dispersive X-ray
fluorescence spectroscopy in the coal quality analysis was reported formerly. But in the
practical test of the prototype instrument in the real power plant, the X-ray fluorescence
signals suffered from intensity fluctuations over long-time measurements. The long-term
signal fluctuations cause lower efficiency on the establishment of the calibration model and
relatively larger root-mean-squared error of prediction (RMSEP) for unknown samples.
Therefore, the spectral intensity correction was performed in the measurements; a
randomly selected sample was measured several times in the whole measurements,
including the modeling samples and unknown samples, recording the signal fluctuations
and searching for a set of factors suitable for the intensity correction of a full-
spectrum–based partial least square calibration model. In addition, as the signals of
the coal samples of the power plant showed the potential of classification, the piecewise
models were also established in case of further enhancement of the model or prediction
accuracy. The RMSEPs of the calorific value, ash, volatile, and sulfur were lowered from
0.68 MJ/kg, 1.62%, 0.32%, and 0.24% to 0.51 MJ/kg, 1.34%, 0.16%, and 0.14% after
spectral intensity correction, respectively. The piecewise modeling with spectral intensity
correction achieved similar RMSEP for volatile and sulfur prediction but with more accurate
models. The spectral intensity correction showed the ability to reduce the long-term signal
fluctuation, and piecewise modeling also showed more efficiency in the model
establishments for volatile and ash determination.
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1 INTRODUCTION

Coal is still the major source of electric power in China. As an
increasing attention toward environmental problems, clean,
highly efficient, and intelligent coal-fired power plants are
expected, which could act more modernized and have less
pollution. For a coal-fired power plant, the quality control of
purchased coal is an important part for its economic and clean
operation. The current coal quality analysis in the coal-fired
power plants of China relies on several chemical analyzers
developed based on the Chinese national standards of coal
quality analysis (GB/T 30732-2014, GB/T 213-2008, GB/T
214-2007), which require 40–60 min in total for the
measurements of calorific value, ash, volatile, and sulfur for a
single sample. The real-time coal quality control and pricing are
impossible in this way. Therefore, a single-instrument fast coal
quality analyzer is valuable for such coal-fired power plants.

Laser-induced breakdown spectroscopy (LIBS) is a promising
technique for elemental analysis. Its advantages of high analytical
speed, low cost, simultaneous multi-elemental capacity, in-situ,
and real-time analysis ability make it suitable for a wide field of
applications, such as space exploration [1], environmental
monitoring [2], energy [3], biomedicine [4], and other fields
[5–8]. The use of LIBS in coal quality analysis has also been
studied for several years. Zhang et al. studied the determination of
the organic oxygen content with LIBS. A calibration model of
1.15–1.37% in accuracy was established [9]. Yin et al. designed a
LIBS system for online pulverized coal quality analysis in the
power plant, which achieved elemental measurement errors
within 10% and ash measurement error in the range of
2.29–13.47% [10]. Chen et al. studied the moisture content
influences in the LIBS measurement of coal [11]. Yu et al.
studied the difference of the matrix effect when measuring
particle or pellet coal sample with LIBS [12]. Jie et al., Li et al.,
Hou et al., and Zhang et al. developed or tried multiple calibration
methods to improve the prediction ability and repeatability of
LIBS coal analysis, including special spectrum standardization,
partial least square (PLS) regression, support vector machine
regression, artificial neural network, and principal component
regression [13–16]. Despite the advantages of the LIBS analysis,
this technique still suffers from less measurement repeatability
and matrix effect, limiting its performance for practical use.

X-ray fluorescence (XRF) spectroscopy also offers multi-
elemental analysis ability and has been studied on the multi-
elemental determination of coal samples. Li et al. utilized the
high-pressure pressed powder pellet technique for wavelength
dispersive XRF (WDXRF) to improve the sensitivity and
precision of the coal component analysis [17]. Their results
showed increased repeatability when using high pressure.
Compared with WDXRF, the energy-dispersive XRF (EDXRF)
can be simpler in structure and of low cost. Besides, the power of
X-ray can be much lower for radiation safety. Wawrzonek and
Parus tried multivariate linear regression with elemental lines of
XRF to determine the ash content in coal [18]. Ma utilized the
EDXRF instrument to evaluate themeasurements of Si, Al, Fe, Ca,
Mg, Ti, K, Na, and P contents in coal ash [19]. XRF provides more
stable signals than LIBS, which guarantees better repeatability of

the analytical results. However, for EDXRF, the detection of
signals for light elements such as Na and Mg is poor, and
analyses of C and H are virtually impossible, which limit its
use in coal quality analysis.

Therefore, a solution of LIBS combined with EDXRF was
proposed [20] to make use of the advantages of both techniques.
Then, the prototype of the LIBS-XRF instrument was developed
and tested in the coal-fired power plant of Shanxi Yangguang
Power Generation Co., Ltd. The PLS algorithm was used to
establish the calibration models. In order to take the best
advantage of the repeatability of XRF signals, the input data of
the PLS model consisted of continuous XRF spectral signals
covering all peaks and the integral intensities of C, Na, and H
lines from the LIBS signal. However, different from laboratory
conditions, long-term fluctuations of XRF signals appeared in the
measurements in the power plant, which reduced the prediction
accuracy of the results. As a consequence, a random selected
sample, treated as a standard sample, was measured by XRF
several times in the whole measurement procedure of the coal
samples in the power plant for both illustrating the signal
fluctuations and correcting the fluctuations of the input data
for the model establishment and prediction. On the other hand,
piecewise modeling was possible based on the large sample
volume, expecting to improve modeling precision. In this
article, the spectral intensity correction based on repeated
measurements of the standard sample and the piecewise
modeling method is discussed for increasing the accuracy of
the LIBS-XRF coal quality analysis instrument. The performances
were assessed by the root-mean-squared error (RMSE) and the
determination coefficient (R2) of the calibration models, together
with the RMSE of prediction (RMSEP) results. Relatively small
RMSEPs are expected for the power plant, which are related to the
tiered pricing of coal (GB/T 7562-2018).

2 EXPERIMENTAL

2.1 Experimental Setup
Figure 1 illustrates the principle of the LIBS-XRF instrument. It
consists of the XRF measurement part, LIBS measurement part,
and sample transport part. The XRF measurement part is a self-
designed EDXRF system. The rhodium anode sealed X-ray tube
operates at 10 kV/0.25 mA, and the XRF signal is collected by a
silicon drift detector (SDD). The magnification of the SDD is set
at a value that the nonzero XRF signal covers the 4,096 channels
properly. The X-ray incidence and collection paths are sealed for
the vacuum-operating environment of 100–200 Pa, and there is a
slim beryllium window in the X-ray path above the sample
surface for the X-rays to pass through. The LIBS measurement
part utilizes a diode-pumped Q-switched Nd:YAG laser (M-
NANO-Nd:YAG-8ns-60-LPCEI_PR139C3, Montfort Laser) for
excitation, operating at 1,064 nm, 8 ns, 6 Hz, and 60 mJ per pulse.
The laser pulse is focused slightly below the sample surface using
a flat convex lens with a focal length of 100 mm. The LIBS signal
is collected from the side of the plasma by an optical fiber into a
dual-channel spectrometer (AvaSpec-ULS4096CL-EVO,
195–321 and 497–732 nm, Avantes), and the spectral
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resolution is 0.09–0.11 nm for channel 1 and 0.18–0.18 nm
for channel 2. The integral time of the spectrometer is 1 ms.
In the sample transport part, the translation stage is
controlled by programmable logical controller (PLC) to
hold and transport the sample for XRF measurement of
60 s first and then for LIBS measurement of 300 pulses,
and the sample is rotated during the whole measurement.
The whole control and data processing are operated by using
a computer.

2.2 Sample Preparation and Grouping
The coal samples in this test were provided by the chemical
laboratory of the power plant. These samples were originally
collected from the coal-carrying haulage trucks. The collected
samples were then milled into powders less than 200 μm in
size and dried during the measurement of moisture in
advance. Before being measured by the LIBS-XRF
instrument, the powdered sample must be prepared into
pellets. The samples were expected to be pressed directly
into pellets, 32 mm in diameter with 20 tons of pressure
holding for 20 s. Due to the poor self-binding property of
the dry anthracite coal powders in the laboratory, there was a
50% risk of failure for the direct pressing strategy, affecting
the operating efficiency of the whole measurement procedure.
To avoid the risk of sample preparation failure, the strategy of
sample preparation was then changed; for XRF measurement,
the coal powders were filled in a holder and the sample
surface was flattened, and as for LIBS measurement, KBr
was added as a binder into the coal powders with a volume
proportion of 6:1 and then the mixture was pressed into
pellets as expected.

The coal property values, including calorific value, ash,
volatile, and sulfur, were obtained directly from the chemical
measurement results of the chemical laboratory in the power
plant. The ranges of these values for the coal samples establishing
the calibration model were 16.99–30.88 MJ/kg, 12.24–47.84%,
5.36–11.16%, and 1.21–3.79%, respectively.

There were 316 individual samples measured eventually for
establishing the calibration models. Besides, another seven

samples were measured for evaluating the performance of the
calibration results by RMSEPs.

2.3 Data Treatment Methods
2.3.1 Basic Data Treatment
The basic data treatment was the procedure originally used on the
LIBS-XRF instrument for coal quality analysis in the power plant.
The following spectral intensity correction and piecewise
modeling are all based on this procedure for calibration model
establishment.

The PLS regression technique was used to establish the
calibration models. The spectral data from the LIBS and XRF
signals were preprocessed before the PLS algorithm. For taking as
much advantage of the stable XRF signals as possible, the input
data from the XRF signal were selected covering all peaks present
in the XRF spectra; totally 3,200 data points per sample. On the
other hand, the input data points from the LIBS signal were
limited to three per sample, representing the contents of C, Na,
and H, namely the spectral intensities of C I 247.86 nm, Na I
doublet 589.00 and 589.59 nm, and broad H I 656.28 nm. The
three data points from the LIBS signal were derived as given
below:

1) The spectral data by the signal-to-noise ratio (SNR) of the C I
line at 247.86 nm were filtered. About 30 spectra of the worst
SNR were left out.

2) The integrations of the C, Na, H signals in the remaining
spectra were calculated. Backgrounds were subtracted using
estimated backgrounds derived from the nearby spectra of the
lines where no peak was observed.

3) The former results by the total spectral integration of their
corresponding spectral channels were normalized.

4) The three signals over the 270 spectra were averaged. The
results were multiplied by the individual scaling factors such
that the maximum value of each signal was not more than
10,000, matching the magnitude of the XRF data. The idea of
the scaling factors was similar to the decimal scaling method
[21], which scales the magnitude of data points no more than
1. The scaling factors are also in the shape 10j, where j is an
integer.

Finally, these data were put end to end. Therefore, 3,200 +
three data points per sample were used for establishing the PLS
model. In the establishment of the PLS model, 10-fold cross-
validation was performed.

2.3.2 Spectral Intensity Correction of XRF Data Points
Since the long-term fluctuation of XRF signals was observed
(Figure 3), the spectral intensity correction was added to the data
treatment of XRF signals. The intensity correction was expected
in the form of x′ � b1px + b0, where x is the original intensity
value, x′ is the corrected intensity value, and b1 and b0 are the
correction factors. The correction factors can be derived from the
comparison between the original and the latest measurements of
the XRF signal of the standard sample.

As the correction factors were between point to point, the
determination of b1 and b0 in the same time is difficult.

FIGURE 1 | Scheme of the LIBS-XRF instrument.
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Therefore, the derivation of the correction factors was separated
into two cases: case 1, for the regions where great signal
differences lay, mainly peak regions; and case 2, for the
regions where signal differences were not significant, mainly
non–peak regions and high-energy peak regions. In case 1, b1
was considered more efficient in the intensity correction, while in
case 2, b0 was considered more reliable. Therefore, b1 values were
derived from case 1, and b0 values were estimated from case 2,
separately. As the two cases appeared in the XRF signal
alternatively, the b0 values in case 1 could then be estimated
from the nearby case 2 regions, while the b1 values in case 2 were
1. Besides, in the derivation of b1 and b0, there must be a factor a
controlling the degree of corrections, to avoid overcorrection.

The correction factors b1, b0, and a were derived as below:

1) Rough separation points of all peak regions were determined
in advance. These points can be references used in all signals
of the standard sample for searching of separations of the two
cases for correction.

2) The absolute difference d between the original signal and the
latest signal was calculated. The values were substituted to Eq.
1 to derive the correction strength s for preventing the
interference of the noises in the signal.

s � a/ exp nl − d( )/nl*5( ) + 1( ) (1)

where nl is the estimated noise level and can be set for each
spectral channel separately as a noise level profile.

3. The original signal by the latest signal was divided. When
the dividend was 0, the result was set to 1. The correction strength
s was applied into the division result b as follows:

b′ � b − 1( )s + 1 (2)

4. b′ was separated into pieces depending on the case
belongings. b′ was firstly filtered by a median filter to
eliminate the unwanted sudden variations. Then, the positions
of the points at which the absolute value of (b′−1) was larger than
0 were marked. In fact, a threshold slightly larger than 0 (0.0005
for example) was used here. Within the separated peak regions
determined in step 1, the two ends of the marked b′ positions
were used as the splitting points of the two cases: case 1 appeared
within the two ends of the marked b′ positions, and case 2
appeared between the nearby ends belonging to the nearby
peak regions. Within the case 1 regions, finer splitting could
be operated if there was a long enough interval in the nearby
marked b′ positions.

5. b1 and b0 were calculated depending on the case belongings.
For case 2, b1 was set to 1, and b0 was derived by subtracting the
latest signal from the original signal first and then multiplying by
half of the factor a. The reason for using half value was to reduce
the risk of overcorrection by b0. For case 1, b1 was calculated by
smoothing and interpolating the marked b′ values in the whole
region by spline fitting. The constraint that the first derivative at
both the ends of the region was 0 was used in spline fitting. b0 was
the average value of the two nearby regions of case 2.

6. A proper a value was chosen. As there were multiple
reasons which caused signal fluctuations, the signals after
correction must still be different from each other, as well as
from the original one. a was the value for totally controlling
the degree of correction. A proper a was set such that the
signal after correction was about 1.5 times the difference
from the original one than in the condition of continuous
measurements. As a also appeared in step 2, the
determination of a required several repetitions of steps
2 to 5.

The fluctuation corrected XRF signals were then combined
with LIBS signals as Section 2.3.1 mentioned for further
processing.

2.3.3 Piecewise Modeling
If the XRF signals showed potential of classification by their
spectral lines, the piecewise modeling was considered for
better accuracy of the calibration models. After spectral
intensity correction, the determination of the boundary for
separation can be more reliable. So piecewise modeling was
performed after the spectral intensity correction. To
determine the separation criteria, the principal component
analysis (PCA) was performed over the target data points
which showed the potential of classification. For each piece, a
sub-model was established individually following the
procedures in Sections 2.3.1, 2.3.2. The separation criteria
divided from the PCA result was used to determine the piece
belongings of the data from unknown samples.

FIGURE 2 | Typical measurement result of the LIBS-XRF instrument. (A)
XRF spectrum. Data from gray area is used in model establishment. (B) LIBS
spectrum. The spectral lines used for model establishment are marked.
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3 RESULTS AND DISCUSSION

3.1 Spectral Feature Identification and
Basic PLS Modeling
Figure 2 shows a typical result of measurement from the LIBS-
XRF instrument. The data from the gray area of the XRF
spectrum (A) are used in the model establishment, and the
LIBS spectral lines used for model establishment are marked
out in (B). As shown in Figure 2, the interference of the analytical
lines in the XRF signal is weak. The peak in the beginning of
several channels may be caused by the misalignment of the SDD,
which is unwanted. The weak peaks of trace elements such as V,
Cr, Mn, and Zn are also detected and separated in the spectrum.
On the other hand, the signals of light elements before Al are very
weak. The selection of C, H, and Na lines in the LIBS spectrum
just makes up for the lack of elemental lines in the XRF signal.

According to the approach discussed in Section 2.3.1, the PLS
models were established for the determination of calorific value,
ash, volatile, and sulfur, respectively. For the calorific value, the
model achieved 0.97 in R2 and an RMSE of 0.46 MJ/kg. For ash,
themodel achieved 0.97 in R2 and an RMSE of 1.00%. For volatile,
the model achieved 0.77 in R2 and an RMSE of 0.45%. For sulfur,
the model achieved 0.94 in R2 and an RMSE of 0.13%. For the
samples of the performance test, RMSEPs for calorific value, ash,
volatile, and sulfur were 0.68 MJ/kg, 1.62%, 0.32%, and 0.24%,
respectively. The results are indicated in Table 1, and all data
points for the model establishment and performance test are
shown in Figure 6. As shown by these results, although cross-
validation was performed in the model establishment for
optimization, the model was still not adequate for unknown
samples.

3.2 Spectral Intensity Correction
Figure 3 shows the signal fluctuations of the 15 XRF
measurements of the standard sample during the
measurements in the power plant. The relative standard
deviations (RSDs) of several peak areas that are marked by
numbers in Figure 3 are the error bars that are marked

according to the RSDs. As shown in Figure 3, the intensity
fluctuation was significant for channels of low energy, especially
for the two high peaks, but for the higher channels, this
phenomenon was barely observed. An RSD value below 0.01
can be treated as a normal fluctuation in the continuous
measurements. Besides, the intentional changes of a little
higher or lower vacuum in the measurements could not
recurrent it, as we thought the phenomenon was perhaps
caused by the attenuation of low-energy X-ray in air. Since the
cause of the spectral intensity fluctuation was unclear, these
results were used for the spectral intensity correction of
following measurements after repeating the measurement of
the standard sample. Therefore, new calibration models were
established according to Section 2.3.2. For calorific value, the
model achieved 0.99 in R2 and an RMSE of 0.26 MJ/kg. For ash,
the model achieved 0.99 in R2 and an RMSE of 0.58%. For volatile,
the model achieved 0.75 in R2 and an RMSE of 0.46%. For sulfur,
the model achieved 0.95 in R2 and an RMSE of 0.12%. For the
samples of the performance test, the RMSEPs for calorific value,
ash, volatile, and sulfur were 0.51 MJ/kg, 1.34%, 0.16%, and
0.14%, respectively. These results are also indicated in Table 1,
and all data points are also shown in Figure 6 for comparison.
The results showed that the accuracy of calorific value, ash, and
sulfur prediction was improved. Meanwhile, the models for the
prediction of calorific value, ash, and sulfur themselves were
better than before. But at the same time, the model for volatile
prediction was not improved. This may be related to the
elemental information–based model formation, which may
have not been enough for volatile prediction. In addition, the
R2 for the volatile model was poor compared with other models.

3.3 Piecewise Modeling
For the XRF signals after spectral intensity correction, the two
lines around the S peak from channels 805 to 946 tend to group
themselves by a clear boundary (Figure 4). Therefore, the PCA
algorithmwas first applied to the XRF signal from channels 805 to
946 after spectral intensity correction. The first principal
components of the 316 samples for model establishment are
shown in Figure 5. The first principal component explains
99.89% of the variance of the data. The samples are separated
into two groups by their first principal components. The
separation criteria were set at the middle of the separation
(dash line in Figure 5).

TABLE 1 | The performance of the models based on basic data treatment,
spectral intensity, correction, and piecewise modeling. BT, SC, and PM
represent basic data treatment, spectral intensity correction, and piecewise
modeling for short.

Properties Methods R2 RMSE RMSEP

Calorific value (MJ/kg) BT 0.97 0.46 0.68
SC 0.99 0.26 0.51

SC and PM 0.98 0.39 0.50

Ash (%) BT 0.97 1.00 1.62
SC 0.99 0.58 1.34

SC and PM 0.98 0.95 1.53

Volatile (%) BT 0.77 0.45 0.32
SC 0.75 0.46 0.16

SC and PM 0.78 0.43 0.16

Sulfur (%) BT 0.94 0.13 0.24
SC 0.95 0.12 0.14

SC and PM 0.98 0.07 0.14

FIGURE 3 | Spectral intensity fluctuation: a statistical expression of the
15 XRF measurements of the standard sample. The RSDs of the peak areas
are marked by numbers. The error bars show the fluctuation according to the
RSDs.
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The piecewise modeling results are also indicated in Table 1, and
all data points are also shown in Figure 6 for comparison. For
calorific value, the model achieved 0.98 in R2 and an RMSE
of 0.39MJ/kg. For ash, the model achieved 0.98 in R2 and an
RMSE of 0.95%. For volatile, the model achieved 0.78 in R2 and
an RMSE of 0.43%. For sulfur, the model achieved 0.98 in R2 and an
RMSE of 0.07%. For the samples of the performance test, the
RMSEPs for calorific value, ash, volatile, and sulfur were
0.50MJ/kg, 1.53%, 0.16%, and 0.14%, respectively. As the PCA
results showed, the first principal component (PC1) dominated the
differences between these signals, which means in fact the

piecewise models were separated by the intensity of S signals.
As a consequence, the model looks pretty better for sulfur
prediction than the other methods, despite the similar result of
prediction test as doing spectral intensity correction only. And for
the volatile prediction, which has a strong relation to the sulfur
content, the models and prediction performance seemed improved
as well. The points for the performance test of volatile prediction
were the closest to the line of y � x in the comparison between the
different methods. On the other hand, the S-based piecewise
criteria were not suitable for calorific value and ash prediction.
As shown in Figure 6, better models for calorific value and ash

FIGURE 4 | XRF channels 805–946 of the 316 modeling samples after spectral intensity correction. There is a clear gap between these two lines.
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were not achieved. The worse model performance for one of the
sub-models may affect the accuracy of the whole model. For the
other sub-models, the R2s andRMSEs were 0.99 and 0.18MJ/kg for
calorific value, and 0.98 and 0.59% for ash, which were at least as
good as the spectral intensity correction models. Comparing the
data sets of the two sub-models in Figure 6, this may be related to a
lack of dynamic range in the model establishment in one of the
sub-models.

4 CONCLUSION

In this work, the measurement results of the LIBS-XRF
instrument were reassessed because of the long-term
intensity fluctuation of the elemental lines in XRF signals.
The spectral intensity correction method was introduced for
improving the accuracy of the calibration models as well as
for the prediction of unknown samples. Besides, the piecewise

modeling was performed to make use of the characteristics
observed in the signals. The modeling results were evaluated
by their RMSEs, R2s, and RMSEPs of unknown samples. The
performance of the models was improved after spectral
intensity correction. The accuracy of the models on
unknown samples was enhanced. For volatile and sulfur
prediction of unknown samples, the piecewise modeling
further enhanced the performance of the models.
Therefore, the spectral intensity correction was
recommended for calorific value and ash predictions, while
together with piecewise modeling, the predictions for volatile
and sulfur were recommended. Besides, as the results showed,
the models for volatile prediction were poor in R2s, which was
still a hidden trouble of unreliable predictions for unknown
samples. On the other hand, the three-only data points from
the LIBS signals wasted a lot of LIBS signals for stable
elemental and non-elemental information, with which the
model performance may be enhanced, which should be
studied in the future.
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