
J. Chem. Phys. 158, 124306 (2023); https://doi.org/10.1063/5.0141631 158, 124306

© 2023 Author(s).

Ultrafast laser induced charge migration
with de- and re-coherences in polyatomic
molecules: A general method with
application to pyrene
Cite as: J. Chem. Phys. 158, 124306 (2023); https://doi.org/10.1063/5.0141631
Submitted: 07 January 2023 • Accepted: 06 March 2023 • Accepted Manuscript Online: 06 March
2023 • Published Online: 24 March 2023

 HuiMin Ma,  Jörn Manz,  HuiHui Wang, et al.

ARTICLES YOU MAY BE INTERESTED IN

Dynamics of an excitation-transfer trimer: Interference, coherence, Berry’s phase
development, and vibrational control of non-adiabaticity
The Journal of Chemical Physics 158, 124307 (2023); https://doi.org/10.1063/5.0139174

Micro-mechanical insights into the stress transmission in strongly aggregating colloidal gel
The Journal of Chemical Physics 158, 124902 (2023); https://doi.org/10.1063/5.0137851

Development of composite optical waveguide based on azobenzene-modified titanium
metal-organic framework film for study of gas adsorption kinetics
The Journal of Chemical Physics 158, 124707 (2023); https://doi.org/10.1063/5.0138186

https://images.scitation.org/redirect.spark?MID=176720&plid=2023708&setID=378408&channelID=0&CID=740896&banID=520944490&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=3baaf36e92ffc5850302086a0099c51d2f33b374&location=
https://doi.org/10.1063/5.0141631
https://doi.org/10.1063/5.0141631
https://orcid.org/0000-0003-1185-2105
https://aip.scitation.org/author/Ma%2C+HuiMin
https://orcid.org/0000-0002-9142-8090
https://aip.scitation.org/author/Manz%2C+J%C3%B6rn
https://orcid.org/0000-0002-7528-6272
https://aip.scitation.org/author/Wang%2C+HuiHui
https://doi.org/10.1063/5.0141631
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0141631
http://crossmark.crossref.org/dialog/?doi=10.1063%2F5.0141631&domain=aip.scitation.org&date_stamp=2023-03-24
https://aip.scitation.org/doi/10.1063/5.0139174
https://aip.scitation.org/doi/10.1063/5.0139174
https://doi.org/10.1063/5.0139174
https://aip.scitation.org/doi/10.1063/5.0137851
https://doi.org/10.1063/5.0137851
https://aip.scitation.org/doi/10.1063/5.0138186
https://aip.scitation.org/doi/10.1063/5.0138186
https://doi.org/10.1063/5.0138186


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Ultrafast laser induced charge migration
with de- and re-coherences in polyatomic
molecules: A general method with application
to pyrene

Cite as: J. Chem. Phys. 158, 124306 (2023); doi: 10.1063/5.0141631
Submitted: 7 January 2023 • Accepted: 6 March 2023 •
Published Online: 24 March 2023

HuiMin Ma,1 Jörn Manz,1 ,2 HuiHui Wang,1,a) YiJing Yan,3 and Yonggang Yang1 ,4,a)

AFFILIATIONS
1 State Key Laboratory of Quantum Optics and Quantum Optics Devices, Institute of Laser Spectroscopy,
Shanxi University, Taiyuan 030006, China

2 Institut für Chemie und Biochemie, Freie Universität Berlin, 14195 Berlin, Germany
3Department of Chemical Physics, University of Science and Technology of China, Hefei, Anhui 230026, China
4Collaborative Innovation Center of Extreme Optics, Shanxi University, Taiyuan 030006, China

a)Author to whom correspondence should be addressed: huihuiwang2019@sxu.edu.cn and ygyang@sxu.edu.cn

ABSTRACT
We develop a general method to study ultrafast laser induced charge migration in molecules, which includes both electronic and nuclear
dynamics. The method can be applied to relatively large systems. A detailed analysis of charge migration in pyrene is performed. Decoherences
and recoherences of charge migration in pyrene are found and explained in terms of nuclear motions.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0141631

I. INTRODUCTION
Charge migration is the process by which electrons or electron

holes are moved in molecules or molecular ions over one to sev-
eral bond distances on a time scale ranging from several hundred
attoseconds to a few femtoseconds. There are many variants. For
example, the charge may run from one end to the opposite end of
a linear or quasi-linear molecule,1–13 or it may circulate in a planar
molecule or around a linear molecule,7,14–20 or it may run along a
helical path around a linear molecule.21 For surveys, perspectives,
and supplementary guidance to the literature, see Refs. 10, 13, 22,
and 23. Moreover, there are stimulating analogies between electronic
charge migration and nuclear tunneling.24

The simplest quantum mechanical representation of the pro-
cess is in terms of a coherent superposition of two electronic eigen-
functions, typically for the electronic ground state and one excited
state, for the scenario of fixed nuclei. In this ideal case, the charge
migrates periodically forever. This scenario may serve as a reference.
It is motivated by the much shorter time scale of electronic motions
compared to nuclear motions, due to the much smaller mass of
electrons compared to nuclei. More realistic quantum dynamics

simulations of charge migration should account, however, for the
effects of nuclear motions. In general, these effects may be summa-
rized as in the recent perspective by Shu and Truhlar.25 Accordingly,
electrons and nuclei may be considered as system (“A”) and envi-
ronment (“B”), or as two sub-systems of the composite system AB,
i.e., of the molecule. Their interaction causes decoherence in the
coherent motion of the system. The effect was discovered first for
charge migration in the simplest molecular ion, i.e., in H+2 prepared
in the superposition of the electronic ground and first excited states.
For the reference model of fixed nuclei, the electron (“A”) migrates
periodically forever.1,5,26 The coupling to nuclear motions (“B”)
causes decoherence within several femtoseconds.27 Subsequently,
the phenomenon has been confirmed for charge migrations in many
molecules or molecular ions (see, e.g., Refs. 13, 25, and 28–38).

Nuclear motions do not only cause decoherence of charge
migration. They may even induce (partial) recoherences. This phe-
nomenon was discovered first by quantum dynamics simulations of
charge migration in diatomic molecules.28,32 Vacher et al.34 pointed
to the possibility of the phenomenon also occurring in small poly-
atomic molecules, but their results for paraxylene34 could not be
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confirmed in Ref. 33. Subsequently, the effect was documented for
the linear iodo-acetylenic cation39 (see also Ref. 40) and in the model
fulvene with a reduced set of five different totally symmetric modes
(out of 24) in the ground state and one excited electronic state.41

Today, the predictions culminate in a triumph: charge migration
with de- and recoherences has been observed and analyzed in silane
(SiH4), both experimentally and theoretically.38

The general model of charge migration with de- and re-
coherences has stimulated the development of various methods for
quantum dynamics simulations; for recent surveys see Refs. 13, 23,
and 25. Usually, these methods do not describe the initiation of
charge migration by means of a laser pulse. Instead, they assume
that initially, at time t = 0, the laser pulse has prepared the system
(e.g., a molecular ion) in a superposition of electronic states, e.g., the
electronic ground (∣g⟩) and one or more excited states (∣e⟩) (e.g., by
sudden photoionization of the neutral precursor; equivalent initial
states can also be generated by photoexcitation of the ion from ∣g⟩
to a superposition of ∣g⟩ and ∣e⟩42). The subsequent field-free time
evolution is then represented by the total molecular wavefunction
Ψ(q, Q, t) which depends on the electronic and nuclear coordinates
q and Q.

It is common practice to expand the field-free molecular wave-
function Ψ(q, Q, t) in terms of products of electronic state-(∣a⟩)-
selective eigenfunctions Φa(q; Q) times time-dependent normal-
ized nuclear wave functions χa(Q; t) times amplitudes, which
determine the probabilities of occupying states ∣a⟩ and the phases.
This ansatz corresponds to the familiar Born–Huang expansion
of the molecular (AB) wavefunction in terms of products of elec-
tronic (A) times nuclear (B) wavefunctions43 (see also Refs. 44–47).
As approximation which may be called the adiabatic Born–Huang
expansion, each nuclear wavefunction moves independently on
its electronic-state-(∣a⟩)-specific potential energy surface (PES)
Va(Q). This ansatz is equivalent to a set of independent, electronic
state-specific Born–Oppenheimer dynamics without any nonadia-
batic transitions between the states. This approximation neglects the
kinetic couplings; e.g., it cannot account for the effects of conical
intersections.

For special applications, the adiabatic Born–Huang expansion
may even be restricted to just two electronic states, typically the
electronic ground state (∣a⟩ = ∣g⟩) and one excited state (∣a⟩ = ∣e⟩).
As an impressive example, this “minimal” adiabatic Born–Huang
expansion has been successfully applied to about 250 small-to-
medium sized organic molecules for a systematic search for charge
migrations with long-lasting electronic coherences.37 The longest
decoherence times discovered this way are of the order of 10 fs.
Recently, a new “record” of decoherence time, i.e., ∼15 fs, in silane
(SiH4) has been discovered both experimentally and quantum
dynamically,38 followed by recoherence at 40–50 fs. In an alterna-
tive model with so-called Ehrenfest dynamics,48 the nuclear wave-
functions (or representative ensembles of trajectories) move rather
slowly on a rather shallow PES, which is constructed as the mean
value of a steeper state-selective Va(Q)—this can mislead to artifi-
cial decoherence times that exceed the correct results by an order of
magnitude (compare, e.g., the results for the decoherence times in
HCCI+ in Refs. 10 and 39 with and without Ehrenfest dynamics).

In this context, the present work has two purposes: method
development and the search for criteria that support charge migra-
tion with de- and recoherences in rather large polyatomic molecules.

The criteria will be derived from the results of the application to
pyrene, a touchstone larger than all other candidates that have
been investigated previously. This makes the application exceedingly
challenging because “the loss of coherence”—and we may add, the
suppression of recoherences—“can be expected to occur even faster
if more (vibrational) modes are included” (quoted from Ref. 33).

Concerning the methods, we adapt the adiabatic Born–Huang
expansion of the total wavefunction in full dimensionality, which
means with all vibrational modes, with three extensions: First, to
describe the initiation of the charge migration by an ultrashort laser
pulse. Second, to present the resulting time-dependent electron den-
sity in real space such that it illustrates the charge migration with
de- and recoherences directly. In contrast, most of the previous
investigations present the phenomenon in a way that we consider
indirect, namely, in terms of the (overlap of) nuclear wavefunctions
(see, e.g., Refs. 13, 31, 33, 36, and 37). Third, to document the phe-
nomenon in terms of the corresponding electronic flux. It is well
known that fluxes allow illuminating visualizations of the dynamics,
e.g., with prominent time-dependent switches of the flux directions
even when the resulting changes in the density are hardly visible.24,49

The bulk of the methods are presented in Sec. II, with a small
addition for the electronic flux in Sec. III. The derivations are for
arbitrary sets of electronic states and for all vibrational modes of the
polyatomic molecule, which means in full dimensionality. Section II
also specifies additional approximations. The application in Sec. III
employs the minimal adiabatic Born–Huang expansion.

For the application, we choose the model pyrene with 72
vibrational modes. Its planar structure with D2h symmetry in the
electronic ground state is shown in Fig. 1. Four of the vibrational
modes are also illustrated in Fig. 1.

Our choice of pyrene for the application of the general the-
ory has two motivations: First, the superposition of the electronic
ground state (Ag) and the first bright state (B1u, also labeled 1La
according to Ref. 50) has been realized experimentally to study the
time-dependent population of the excited state.51,52 Coherence is
created by two time-delayed laser pulses. The observations point to
decoherence and partial recoherence. As a working hypothesis, this
suggests charge migration with de- and recoherences in pyrene, the
largest polyatomic molecule that has been investigated so far.

Second, there are successful quantum chemical and quan-
tum dynamical studies of various complementary properties of
pyrene.53,54 These provide robust theoretical bases for the present
extended investigation of the charge migration in pyrene. In par-
ticular, the experimentally resolved vibrational absorption spectrum
in the ultraviolet–visible (UV–vis) range55–57 is well reproduced by
calculations in the frame of the minimal adiabatic Born–Huang
expansion for the electronic ground state and the first bright state
with all (72) vibrational modes.53 Here we adapt the model and
some of the quantum chemical methods that have been employed in
Ref. 53. Details are in Sec. II.

We admit from the outset, however, that the model adapted
from Ref. 53 neglects the coupling between the bright B1u state
and the dark B2u state (also labeled 1Lb

50) of pyrene. According
to semi-classical on-the-fly dynamical calculations of Ref. 54, this
induces population transfer after the preparation of the Ag + B1u
superposition. This causes depopulation of the bright state with a
time constant of 43 fs, in reasonable agreement with the experi-
mental value of 85 fs.52 Therefore, as a conservative estimate, the
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FIG. 1. Optimized planar equilibrium structure of pyrene in the electronic ground
state ∣g⟩ = ∣Ag⟩, adapted from Ref. 53. The symmetry is D2h. The molecule is
placed in the yz plane, with its center of mass at the origin. For the scaling, the
length of the arrows along y and z is 1 Å. The arrow plots illustrate four vibrational
modes labeled j = 8, 47, 52, and 62.

present quantum dynamical results can predict the properties of
charge migration just for a rather short time (<43 fs). They can-
not account quantitatively for the subsequent spectral signatures
of the recoherence, which are rather weak.51,52 Gratifyingly, how-
ever, any population of the dark state B2u would not contribute
to charge migration along the z-axis, which will be investigated in
this work, due to symmetry reasons. Therefore, even though the
present model is not perfect, we are nevertheless confident that it
should account for the essential properties of laser induced charge
migration. The corresponding results for the model system pyrene
should allow for the discovery of some rather general criteria for
observing charge migration with de- and recoherences in rather
large molecules. Moreover, it should also explain an intriguing new
effect that has been observed experimentally, i.e., the phase shift of
recoherence.51,52

The theory, model, and methods are presented in Sec. II in a
comprehensive and self-consistent manner. The results and discus-
sions are in Sec. III, using the terminology that was introduced in
Sec. II. The conclusions are in Sec. IV.

II. METHODS
A. Electronic and nuclear dynamics
under external field

As our first extension of the familiar description of field-
free charge migration with de- and recoherences by means of the

adiabatic Born–Huang expansion (cf. Sec. I), here we develop a
method for quantum dynamics simulation of the initiation of the
process by means of an ultrafast (∼1 fs) laser pulse.

Beside the initial electronic ground state ∣a = g⟩, the ultrafast
laser field, ε(t), engages coherently some quasi-bound excited elec-
tronic states ∣a = e⟩. Let Q, Qeq

a , and P be the collective nuclear
coordinate, the equilibrium coordinate in state ∣a⟩, and the momen-
tum, respectively. In a semiclassical approximation of the coupling
of the molecular dipole (μ) to the laser field ε(t), the molecular
vibronic Hamiltonian in the presence of the external laser field reads

Ĥ(t) = ∑
ab
{δab[Ha(Q, P) + Ea] − ε(t)μab(Q)}∣a⟩⟨b∣. (1)

For convenience, the corresponding potential energy surface (PES)
of state ∣a⟩ is separated into two parts, Ea + Va(Q), where Ea is the
minimum value at Qeq

a , and Va(Q) denotes the Q-dependent part,
with Va(Qeq

a ) = 0. We set Eg = 0 and Qeq
g = 0. The nuclear Hamil-

tonian Ha(Q, P) accounts for Va(Q) and for the nuclear kinetic
energy in state ∣a⟩. The corresponding electronic wave function is
⟨q∣a⟩ = Φa(q; Q) with q being the collective electronic coordinate.

The total wave function, ⟨q∣Ψ(Q, t)⟩, satisfies

ih̵
∂

∂t
∣Ψ(Q, t)⟩ = Ĥ(t)∣Ψ(Q, t)⟩. (2)

Our (approximate) solution of this time-dependent Schrödinger
equation starts from the Born–Huang-type expansion (cf. Sec. I),

∣Ψ(Q, t)⟩ = 𝒩 −
1
2∑

a
e−iEat/̵hΨa(Q, t)∣a⟩, (3)

with normalization

𝒩 = ∑
a
∫ dQ ∣Ψa(Q, t)∣2. (4)

Here the electronic-state-(∣a⟩)-specific nuclear wavefunctions
satisfy

ih̵
∂

∂t
Ψa(Q, t) = ∑

b
[δabHa(Q, P) − ε(t)μab(Q, t)]Ψb(Q, t), (5)

where μab(Q, t) = μab(Q)eiωabt with ωab =
Ea−Eb
̵h .

The coupled set of Eq. (5) means that the nonadiabatic
couplings are neglected and the electronic transitions are medi-
ated exclusively by the laser-dipole couplings. Accordingly, in
the absence of the external field, Eq. (5) describes the adiabatic
nuclear dynamics without surface crossing. This is the adiabatic
approximation to the Born–Huang-type expansion. To that end,
we set

Ψa(Q, t) ≡ ψa(t; Q)χa(Q, t), (6)

for the vibronic wave function. As usual, the normalized nuclear
wavepacket χa(Q, t) obeys the electronic-state-(∣a⟩)-specific adia-
batic Born–Oppenheimer dynamics,

ih̵
∂

∂t
χa(Q, t) = Ha(Q, P)χa(Q, t). (7)
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However, the ansatz (6) multiplies χa(Q, t) by the factor ψa(t; Q),
to account for electronic transitions induced by the laser. It is to
be determined first at the fixed nuclear configuration Q, under
the influence of the external field. The field-free adiabatic nuclear
dynamics of Ψa(Q, t), with its propagated electronic component at
the end of the ultrafast laser pulse, will then follow (cf. Sec. II B).

More specifically, during the laser pulse, the nuclear wave
function component is described by

ih̵χa(Q, t)
∂

∂t
ψa(t; Q) = −ε(t)∑

b
μab(Q, t)ψb(t; Q)χb(Q, t). (8)

We need the solution to this equation only for the ultrashort dura-
tion of the laser pulse. For such a short duration, it is reasonable to
assume χa(Q, t) ≈ χb(Q, t). Equation (8) is thus reduced to

ih̵
∂

∂t
ψa(t; Q) = −ε(t)∑

b
μab(Q, t)ψb(t; Q). (9)

Due to the fast oscillations of the laser field, the contributions
−ε(t)μaa(Q) of the permanent dipole moments are averaged to zero.
Consequently, we neglect these terms. The parametrical dependence
of ψa(t; Q) on Q arises from the non-Condon property of the
transition dipole. The normalization is

∑
a
∣ψa(t; Q)∣2 = 1. (10)

This holds for an individual Q that is treated as a parameter. In the
Condon approximation, we would obtain ψa(t; Q) → ca(t), with
the dependence on the nuclear configuration being concerted.

Now consider the preparation of the molecule by an ultrashort
laser field,

ε(t) ≠ 0, only when t ∈ (t0, 0). (11)

The system was initially in the electronic ground state ∣g⟩, prior to
the action of ε(t). Therefore,

ψa(t0; Q) = δag. (12)

For ε(t > 0) = 0, Eq. (9) results in

ψa(t > 0; Q) = ψa(t = 0; Q). (13)

B. Adiabatic nuclear dynamics and initial values
After the laser pulse, the wavefunction that has been deter-

mined in Sec. II A evolves according to the familiar adiabatic
Born–Huang-type approach (cf. Sec. I). Apparently, for t > 0, Eq. (6)
is simplified by Eq. (13),

Ψa(Q; t) ≡ ψa(0; Q)χa(Q; t). (14)

Moreover, since ε(t > 0) = 0, as specified in Eq. (11), the field-free
Eq. (5) reduces to

ih̵
∂

∂t
Ψa(Q, t) = Ha(Q, P̂)Ψa(Q, t). (15)

That means the nuclear wavefunctions evolve adiabatically. In prin-
ciple, the initial value for Eq. (14) should be determined with the

coupled electron and nuclear dynamics via Eq. (5) in the presence of
an excitation field. This is numerically feasible for small molecules.
Adopted below is a simplified and intuitive method for the scenario
of ultrafast laser excitation. Let χ g,n(Q) be the initial normalized
nuclear wave function, satisfying H g(Q, p)χ g,n(Q) = Eg,nχ g,n(Q).
Here, the boldface vibration index, n, specifies the vibrational quan-
tum numbers of the multiple-modes of a polyatomic molecule.
The corresponding initial value of Eq. (14), upon an ultrafast laser
excitation, then simplifies to

Ψa(Q, t = 0) = ψa(0; Q)χg,n(Q). (16)

For an explicit example, see Ref. 39.
It is worth noting that ψa(0; Q) has been completely deter-

mined, satisfying Eqs. (9)–(13). While Eq. (15) is norm-conserving,
Ψa(Q, t) via Eq. (16) is not individually normalized. It is the total
vibronic wave function, ∣Ψ(Q, t)⟩ of Eq. (3), which is normalized
over the entire electron–and–nuclear space. The normalization con-
stant, 𝒩 of Eq. (4), which is time-independent, is now completely
determined for any given initial value of Eq. (16).

C. Gaussian wavepacket dynamics
For the present purpose, i.e., quantum dynamics simulations

of charge migration with de- and recoherences in polyatomic
molecules, the calculation of the adiabatic high-dimensional time
evolution of the nuclear wavefunctions as the solution of the nuclear
Schrödinger equation Eq. (15) with an initial value of (14) is still a
formidable task. Here we adapt an approximation that yields a rather
simple solution and that has been successfully applied to many poly-
atomic molecules, namely, in terms of products of time-dependent
Gaussians, originally proposed by Heller58 (cf. Refs. 13, 36, 37, 59,
and 60).

The derivation and implementation start from the Condon
approximation, assuming the electronic transition dipoles to be
constants, i.e.,

μab(Q) ≈ μab ≡ μab(Q
eq
g ). (17)

They are evaluated at the minimum of the potential energy surface
of the ground state. The resultant {ψa(0; Q)} via Eqs. (9)–(13) are
constants and read

ψa(t = 0; Q) ≡ ca. (18)

The rest of the derivation follows Refs. 13, 36, 37, and 58–60.
It is reproduced here in order to introduce the notations that are
used subsequently for the presentations of the results. Accordingly,
each electronic-state-(∣a⟩)-specific nuclear Hamiltonian represents
a collection of N harmonic oscillators, i.e.,

Ha(Q, P) =
N

∑
j=1
[

P2
j

2
+

1
2
ω2

aj(Qj −Qeq
aj )

2
]. (19)

Here, Qj and Pj denote the mass-weighted coordinate and momen-
tum of the jth–normal mode. There are no Dushinsky rotations. The
locations Qeq

aj = êj ⋅Qeq
a of the potential minima and the frequencies

ωaj depend on the electronic-state a and the mode j, where êj is the
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normal-mode unit vector of mode j. For t > 0, the N-mode adiabatic
wave function in Eq. (14) can then be factorized as

χa(Q, t) =
N

∏
j=1

χaj(Qj, t). (20)

The initial harmonic system is in the ground state χ g,n(Q)
= χ g,0(Q). The initial wavepacket is thus

χaj(Qj, t = 0) = Nje−αgjQ2
j , (21)

where

Nj ≡ (
2αgj

π
)

1
4
, and αaj ≡

ωaj

2h̵
. (22)

Each χaj(Qj, t) is governed by the individual normal-mode Hamil-
tonian in Eq. (19), with the potential,

Va(Qj) =
1
2
ω2

aj(Qj −Qeq
aj )

2. (23)

As a consequence, χaj(Qj, t) keeps the form of a Gaussian
wavepacket (GWP).60 The norm of the initial wave function has
already been specified in Eqs. (21) and (22). The generic form of
GWP is then written as58–60

χaj(Qj, t) = Nj exp[−αajt(Qj −Qajt)
2
+

i
h̵

Pajt(Qj −Qajt) +
i
h̵
γajt].

(24)

One can then readily express the wave function dynamics in terms
of the time-dependent GWP parameters, {αajt , Qajt , Pajt , γajt}.

The standard GWP dynamics method leads to59

Qajt = Qeq
aj [1 − cos(ωajt)],

Pajt = ωajQeq
aj sin(ωajt),

αajt = αaj[
αgj cos(ωajt) + iαaj sin(ωajt)
αaj cos(ωajt) + iαgj sin(ωajt)

],

γajt =
1
2

PajtQajt +
ih̵
2

ln(
iωgj sin(ωajt) + ωaj cos(ωajt)

ωaj
).

(25)

D. The time-dependent electron density in real space
We now turn to the second extension of the established theory

for charge migration with de- and recoherences, aiming at a direct
representation of the phenomenon in terms of the electron density
in real space. In contrast, most previous representations describe the
electronic decoherence in terms of the (overlaps of) nuclear wave-
functions (cf. Refs. 13, 31, 34, and 36–38). For our purpose, it is
helpful to remind ourselves of the general view presented by Shu
and Truhlar,25 which considers the molecule as a composite system
(“AB”) of the system (“A,” the electrons) and the environment (“B,”
the nuclei). The reduced density of the system (“A”) is then obtained
by integrating the total molecular (“AB”) density over the degrees of
freedom of the environment (“B”).

Accordingly, the derivation starts from the total wave func-
tion is Ψ(q, Q, Rg , t), where Rg represents the global translational
and rotational DOFs. The speed of Rg is several orders of magni-
tude smaller compared to the speed of charge migration. We mainly
focus on charge migration for t > 0, therefore, we neglect the slow
contributions due to motions of Rg . The relevant total wavefunction
of the composite system (“AB”) is thus Ψ(q, Q, t) after Rg is sepa-
rated. It takes the familiar form of the adiabatic Born–Huang-type
expansion,

Ψ(q, Q, t) = ∑
a

cae−iEat/̵hΦa(q; Q)χa(Q, t). (26)

Accordingly, the reduced density of the system (“A,” the N
electrons) can be obtained by integration of the total density
Ψ∗(q, Q, t)Ψ(q, Q, t) over Q. Then the electron density in real space
can be obtained by further integration over N − 1 of the N electrons,

ρel(r, t) = ∑
a,b

c∗a cbe−i(Eb−Ea)t/̵h
∫ dQρab(r, Q)χ∗a (Q, t)χb(Q, t),

(27)

where ρab(r, Q) = ∫ dqΦ∗a (q; Q)∑
i
δ(r − ri)Φb(q; Q). Here, ri is the

spatial coordinate of the ith electron. Since the core electrons just
follow the motions of the nuclei and do not contribute to charge
migration, in the following we only consider the valence electrons.
We use the same notations ρel, Φa, ρab, but now they are only the
part for valence electrons.

To evaluate the electron density Eq. (27), we use the Taylor
expansion

ρab(r, Q) = ρ(0)ab (r) +∑
j
ρ(1)ab,j(r)(Qj −Qab

j )

+
1
2∑j1j2

ρ(2)ab,j1j2
(r)(Qj1 −Qab

j1 )(Qj2 −Qab
j2 ) + ⋅ ⋅ ⋅ . (28)

For short notations, define

Cab(t) = c∗a cbe−i(Eb−Ea)t/̵h,

Sab(t) = ∫ dQχ∗a (Q, t)χb(Q, t) ≡
N

∏
j=1

Sab,j(t),

⟨Qn
j (t)⟩ab = ∫ dQjχ∗aj(Qj, t)(Qj −Qab

j )
nχbj(Qj, t), n = 0, 1, . . .

Sab,j(t) = ∫ χ∗aj(Qj, t)χbj(Qj, t)dQj = ⟨Q0
j (t)⟩ab.

(29)

Insertion of Eq. (28) into Eq. (27) calls for integration of the zeroth,
first, second, etc. order terms of Eq. (28) over the nuclear coordi-
nates Q. For example, using the definitions in Eq. (29), we obtain
the first order term ∫ dQ(Qj −Qab

j )χ∗a (Q, t)χb(Q, t) = Sab(t)⟨Qj(t)⟩ab
Sab,j(t)

=
Sab(t)⟨Qj(t)⟩ab

⟨Q0
j (t)⟩

. The electron density is thus evaluated as

ρel(r, t) = ∑
ab

Cab(t)Sab(t)
⎧⎪⎪
⎨
⎪⎪⎩

ρ(0)ab (r) +∑
j
ρ(1)ab,j(r)

⟨Qj(t)⟩ab

⟨Q0
j (t)⟩ab

+
1
2∑j1j2

ρ(2)ab,j1j2
(r)
⟨Qj1(t)Qj2(t)⟩ab

⟨Q0
j1
(t)Q0

j2
(t)⟩ab

+ ⋅ ⋅ ⋅

⎫⎪⎪
⎬
⎪⎪⎭

. (30)
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If we truncate the expansion Eq. (28) up to first order (linear
term), it leads to the so called double harmonic approximation,61

which is widely used in various quantum chemistry softwares. In this
case,

ρel(r, t) = ∑
ab

Cab(t)Sab(t)
⎧⎪⎪
⎨
⎪⎪⎩

ρ(0)ab (r) +∑
j
ρ(1)ab,j(r)

⟨Qj(t)⟩ab

Sab,j(t)

⎫⎪⎪
⎬
⎪⎪⎭

. (31)

It is remarkable that the factors Cab(t) and Sab(t) depend on
the amplitudes and on the overlap of the nuclear wavefunctions in
the adiabatic Born–Huang expansion. These quantities have been
used to document and quantify the decoherence of charge migra-
tion in most previous publications.13,31,34,36–38 In our derivation,
they appear as factors that multiply the nuclear-motion-dependent
density matrix elements. This extension allows our direct (graph-
ical) representation of charge migration in terms of the electron
density.

The integrations Sab(t) can be obtained analytically for har-
monic oscillators. The parameters ρ(0)ab (r), ρ

(1)
ab,j(r), ρ

(2)
ab,j1j2
(r), . . .,

can be obtained from quantum chemistry calculations at the cor-
responding fixed geometries Qab (see the application in Sec. III A).
For simplicity, we set all Qab

= Qeq
g . For the subsequent applica-

tion in Sec. III, we adapt the “minimal” version of the adiabatic
Born–Huang expansion, which means we only consider two elec-
tronic states, the ground state ∣a = g⟩ and an excited state ∣a = e⟩.
In passing, we shall also present the third extension of the methods,
namely, from the presentation of the charge migration by electron
densities to fluxes.

III. APPLICATION TO CHARGE MIGRATION IN PYRENE
A. Molecular properties and initial condition

Applications of the theory presented in Sec. II, specifi-
cally the “minimal” adiabatic Born–Huang expansion method
for the evaluation of charge migration in polyatomic molecules
require the calculation of various molecular properties as input.
Here, for the model pyrene with the electronic ground state
∣g⟩ = ∣Ag⟩ and the first bright excited state ∣e⟩ = ∣B1u⟩, it is con-
venient to adapt several results from Ref. 53. Particularly, Ref. 53
provides the planar D2h equilibrium structure in the ground state ∣g⟩,
as shown in Fig. 1, together with the vibrational frequencies ωgj and
ωej for states ∣g⟩ and ∣e⟩. Moreover, detailed analyses in Ref. 53 reveal
that Dushinsky rotations in pyrene are negligible. These results were
calculated in Ref. 53 by means of the DFT/TDDFT method at the
PBE0/def2-TZVP level of theory. We adapt the same method and
level of theory from Ref. 53 to calculate some of the required comple-
mentary properties of pyrene, which are not available in Ref. 53. For
this purpose, we employ the Gaussian 09 suite of programs.62 In par-
ticular, this yields the planar D2h equilibrium structure in the excited
state ∣e⟩. It turns out that the difference between the two equilibrium
structures in states ∣e⟩ and ∣g⟩ is very small—in fact, it is below the
graphical resolution of Fig. 1. This result is in accord with Ref. 54.
Gratifyingly, this ensures the validity of the approximations used in
Sec. II.

The calculated value of the vertical excitation energy from
the ground state ∣g⟩ to the first bright excited state ∣e⟩, ΔEvertical

eg

= 3.78 eV is also adapted from Ref. 53. It agrees well with the
reported experimental value, ΔEvertical

eg,exp = 3.82 eV.56,57 For compari-
son, we calculate the energy Ee = 3.63 eV of the equilibrium structure
of the excited state. The energy difference ΔEvertical

eg − Ee = 0.15 eV
can be well approximated as 1

2∑j
ω2

ej(Q
eq
ej −Qeq

gj )
2
= 1

2∑j
ω2

ejQ
eq
ej

2. This

supports the applicability of the harmonic approximation for the
example of the model pyrene.

In addition, we calculate the value 1.71 ea0 of the transition
dipole moment along the z-axis at the same level of theory. A
more accurate value of the transition dipole can be obtained by
many-electron wavefunctions calculated at post-HF levels. There-
fore, we performed state-averaged CASSCF(12,18) calculations with
the same def2-TZVP basis set using MOLPRO.63 The transition
dipole from ∣g⟩ to ∣e⟩ is 1.65 ea0 at this level of theory. Accord-
ingly, we can use a z-polarized ultrashort laser pulse with an electric

field ε(t′) = ε0e−
t′2

τ2 sin(ωt′)êz to prepare the initial state ∣Ψ(t = 0)⟩
= (cg ∣g⟩ + ce∣e⟩)χ g,0(Q). Here t′ = 0 is slightly ahead of t = 0, such
that ∣Ψ(t = 0)⟩ is prepared when the laser field is off. As an exam-
ple, we choose cg =

√
9

10 and ce =
√

1
10 for subsequent calculations.

The corresponding laser parameters can be chosen as E0 = 3.0
× 109 V/m and h̵ω = ΔEvertical

eg , respectively. In this case, the corre-
sponding intensity is below the upper limit, Imax = 2.4 × 1012W/cm2.
The pulse duration can be estimated to be τ ≈ 1 fs. This enables the
approximation of frozen nuclei during the laser pulse. We will not
focus on the numerical simulation of initial state preparation since
such kind of initial state has already been prepared experimentally
for this molecule.51,52 In addition, the essence of the results reported
in this work is robust even if the initial state may have a different and
more general form such as cg ∣g⟩χ g,0(Q) + ce∣e⟩χe(Q), which will be
discussed below.

For t > 0, the system will propagate freely, leading to the time-
dependent electron density ρel(r, t) in Eq. (31). It can be written as
the sum of a time-independent part ρel,0(r) and a fluctuating part
Δρel(r, t),

ρel(r, t) = ρel,0(r) + Δρel(r, t),

ρel,0(r) = ∣cg ∣
2ρ(0)gg (r) + ∣ce∣

2ρ(0)ee (r).
(32)

Here Δρel,0(r) consists of the zero-order diagonal terms of ρel(r, t).
Since Qeq

g = 0 the expression of Δρel(r, t) can be simplified as

Δρel(r, t) = ∣ce∣
2
∑

j
ΔQjρ(1)ee,j (r)[1 − cos(ωejt)]

+ 2 Re
⎧⎪⎪
⎨
⎪⎪⎩

Cge(t)Sge(t)
⎡
⎢
⎢
⎢
⎢
⎣

ρ(0)ge (r) +∑
j
ρ(1)ge,j
⟨Qj(t)⟩ge

Sge,j(t)

⎤
⎥
⎥
⎥
⎥
⎦

⎫⎪⎪
⎬
⎪⎪⎭

,

(33)

where

ΔQj = Qeq
ej −Qeq

gj = Qeq
ej , (34)

is the shift between the minima of the potential Ve(Qj) and V g(Qj)

in Eq. (23) for the jth normal mode. Here Re means the real part.
The first term of Δρel(r, t) is a diagonal (“ee”) term contributed by
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the first order term in the expansion Eq. (28). It depends on the tra-
jectories of the vibrational modes j [cf. the first row of Eq. (25)].
The other terms of Δρel(r, t) [in the second row of Eq. (33)] are off-
diagonal (“eg”) contributions of the zero order and first order terms
in the expansion of Eq. (28). These off-diagonal contributions are
proportional to the overlap Sge(t) of the nuclear wavefunctions in
the ground (∣g⟩) and excited (∣e⟩) states, i.e., they characterize the
coherence of charge migration.32–34 Note that the zero order term in
the expansion of Eq. (28) does not depend on the nuclear motions.
In contrast, the first order term of Eq. (28) introduces an additional
dependence on the nuclear motions beyond the overlap Sge(t). In
the present quantum dynamics simulations for pyrene, it turns out
that the effect of the zero order term of Eq. (28) exceeds the first
order term by an order of magnitude.

B. Charge migration
In this sub-section, we calculate the time evolution of the elec-

tron density of the model pyrene after its preparation in the initial
“minimal” superposition state (cg ∣g⟩ + ce∣e⟩)χ g,0(Q) with coeffi-

cients cg =
√

9
10 and ce =

√
1

10 , as explained in Sec. III A. The goal is
to discover signatures of de- and recoherences in charge migration
presented by the electron density, confirming the working hypoth-
esis that has been suggested by the experimental spectra in Refs. 51
and 52. As discussed in Sec. I, the validity of the present quantum
dynamics simulations is constrained to the initial rather short time
domain below ∼43 fs. Nevertheless, we shall present results until
100 fs. For times above 43 fs, these should be considered as adiabatic
references for more realistic non-adiabatic calculations, beyond the
present approximation by the adiabatic Born–Huang expansion.

For reference, it is helpful to consider the symmetry of charge
migration for the case when all nuclei are fixed in the ground state
geometry Qeq

g . In this case, the fluctuating part of the electron den-
sity has B1u symmetry. For symmetry reasons, there cannot be any
net charge migrations along the x- or y-axes. Nuclear motions may
induce non-zero components of charge migration along x or y,
but they will have much smaller amplitudes than those along the
z-axis. For this reason, the subsequent application with moving
nuclei focuses on the dynamics of the one dimensional reduced elec-
tron density ρel(z, t). The corresponding fluctuating part of the 1D
electron density is

Δρel(z, t) = ∬ Δρel(r, t)dxdy. (35)

The spatiotemporal propagation of Δρel(z, t) is shown in
Fig. 2(a) for t < 100 fs by a color-coded contour plot. Signals of
ultrafast charge migration can be identified in many different time
windows. They typically have similar patterns but different ampli-
tudes of charge migration. Apparently, the pattern of Δρel(z, t)
confirms the working hypothesis, i.e., the model pyrene exhibits
quasi-periodic charge migration with de- and recoherences. The cor-
responding quasi-period of charge migration is slightly above 1 fs;
the times for de- and re-coherences are of the order of 11 fs and
22 fs, respectively.

For better quantitative analysis, we now apply the third method
of development, beyond previous representations of electronic
charge migration with de- and recoherences.13,25 For this purpose,

we use the corresponding electron flux, or flux density,49 along the
z-axis. It is obtained by the 1D continuity equation49 as

Fz(z, t) = −∫
z

−∞

∂

∂t
Δρel(z

′, t)dz′. (36)

From a physical point of view, the electron flux Fz(z, t) is an
observable that directly characterizes the phenomenon of charge
migration. Positive and negative values of Fz(z, t) mean charge
migration along the positive and negative directions of the z-axis,
respectively. The spatiotemporal propagation of Fz(z, t) is illus-
trated in Fig. 2(b) for t < 100 fs. Charge migration can be clearly
identified in Fig. 2(b). In addition, there is an apparent decoher-
ence of charge migration in about 11 fs, followed by the first partial
recoherence of charge migration at about 22 fs. Decoherences and
partial recoherences occur repeatedly, similar to the processes in
HCCI+ that have been discovered in Ref. 39. An important property
of pyrene is that the amplitude of charge migration never decreases
to zero for t < 100 fs.

To reveal further details of charge migration in pyrene, we show
enlarged plots of Δρel(z, t) and Fz(z, t) for t < 20 fs in Figs. 2(c) and
2(d), respectively. For better inspection of the charge migration, we
mark the positions of all the carbon atoms of the pyrene molecule on
the top of each panel of Fig. 2 as small black dots. The D2h symmetry
of pyrene implies that its 16 carbon atoms have only eight differ-
ent values of the z-coordinates. For simplicity, the 16 carbon atoms
will be grouped as C1, C2, . . . , C8 according to the ascending order
of their z coordinates. In Fig. 2(c), the electron density around C2
first decreases and then increases during about 1 fs. In contrast, the
electron density around C3 first increases and then decreases during
the same period. This corresponds to the electron flux Fz(z, t) from
C2 to C3 and back shown in Fig. 2(d), which is positive for the first
half period and negative for the second half period. Similarly, we can
identify charge migrations from C4 to C5 and from C6 to C7. The
primary components of charge migration are thus unidirectionally
from C2/C4/C6 to C3/C5/C7 during the first half period and back in
the next half period. By careful inspection of Fig. 2, we can further
identify charge migration from C2/C8 to C1/C7 and back in the same
period.

Figures 2(a) and 2(c) also reveal a complementary component
of charge migration that is much slower than the one discussed ear-
lier. The most obvious signals of the slow component appear close
to z = ±2a0 [cf. the red pattern from about t ≈ 5 fs to t ≈ 15 fs in
Fig. 2(c)]. Figure 2(a) shows that close to z ≈ ±2a0, the slow compo-
nent of Δρel(z, t) oscillates quasi-periodically with a period slightly
larger than 20 fs. Different from the fast charge migration, the slow
signals do not exhibit decoherences. This can be explained by the
first term of Δρel(r, t) in Eq. (33) that is responsible for the slow
electron dynamics. We can even recognize its interference with the
signal of fast charge migration. This leads to a modulation of the sig-
nal for the fast charge migration (with a period just above 1 fs) such
that close to 11 fs it is slightly longer than near 0 fs or near 22 fs.
As a consequence, at the time close to 22 fs when this signal doc-
uments partial recoherence of charge migration, it is phase-shifted
with respect to the original signal close to 0 fs. The phase shift is
0.97π. This effect correlates well with the corresponding experimen-
tal phase shift by π at the time of partial recoherence.51,52 The reason
for the slow electron dynamics is that some electrons follow the
vibrations of the nuclei. The time scale of nuclear vibrations is much
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FIG. 2. Electron dynamics and charge migration with de- and recoherences in pyrene along the z-axis. (a) The fluctuating part of the electron densityΔρel(z, t) for t < 100 fs.
(b) The electron flux Fz(z, t) for t < 100 fs. (c) Enlarged plot of (a) for t < 20 fs. (d) Enlarged plot of (b) for t < 20 fs. The color-codings of (a)–(d) are the same. Red and
blue colors represent positive and negative contour-values, respectively. In (a)–(d), the maximum/minimum values of Δρel(z, t) and Fz(z, t) are ±0.1 a−1

0 and ±0.8 fs−1,
respectively.

longer than that of charge migration. The slow electron dynamics
also contributes to the total electron flux Fz(z, t). However, this con-
tribution is about two orders of magnitude smaller than that of the
fast charge migration. As a consequence, the flux contributed by the
slow electron dynamics in the vicinities of z ≈ ±2a0 is not visible for
the graphical resolution of Figs. 2(b) and 2(d).

C. Effects of nuclear motions: Decoherences
and recoherences of charge migration

Figure 2 shows charge migration back and forth in certain
regions of the pyrene molecule, as discussed earlier. The ampli-
tudes of the time-dependent parts of the electron density repre-
senting charge migration in different regions are different. But they
vary concertedly with time. The variations in the amplitudes of
charge migration determine the decoherences and recoherences,

which are the primary effects of nuclear motions. To investigate the
decoherences and recoherences of charge migration quantitatively,
we show cuts of the electron flux Fz(z, t) at selected fixed values of
z in Figs. 3(b)–3(d). The overlap between the nuclear wavepackets
of the electronic states ∣g⟩ and ∣e⟩, namely, Sge(t) in Eq. (30), is also
investigated. For comparison, ∣Sge(t)∣ is shown in Fig. 3(a).

Decoherences and recoherences of charge migration can be
characterized by the envelops of Figs. 3(b)–3(d). Specifically, the first
decoherence of charge migration in each panel of Figs. 3(b)–3(d)
lasts from t = 0 to t ≈ 11.6 fs. However, the coherence of charge
migration increases from t ≈ 11.6 fs to t ≈ trev

1 = 22.0 fs. We can
further identify new decoherences and partial recoherences in
Figs. 3(b)–3(d). As can be seen, the decoherences and partial reco-
herences of charge migration in Figs. 3(b)–3(d) correlate well with
the decays and partial revivals of the nuclear overlap ∣Sge(t)∣ in
Fig. 3(a), irrespective of the different choices of values of z for
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FIG. 3. Quantitative representation of decoherences and recoherences of charge
migration in pyrene. (a) The absolute value of the overlap of the two nuclear wave-
functions of the ground and first bright states. (b) Cut of Fig. 2(b) for the electron
flux Fz(z, t) at z = 0. (c) Same as (b), but for z = 4a0. (d) Same as (b), but for
z = −4a0.

Fz(z, t). At t = 0, the nuclear overlap in Fig. 3(a) has its maxi-
mum value ∣Sge(t = 0)∣ = 1. It decays in about 10 fs, reaching its
minimum value ∣Sge∣min = 0.2 at t = 11.6 fs. Subsequently, ∣Sge(t)∣
increases with time to reach the value of the first partial revival
∣Sge(t)∣ = 0.55 at trev

1 = 22.0 fs. The next two partial revivals occur
at trev

2,3 = 43.8, 61.5 fs, respectively. Finally, the largest partial revival
for the investigated time window in Fig. 3(a) is found at trev

4 = 81.1 fs,
with ∣Sge(t)∣ = 0.59. The time windows [trev

n , trev
n+1] for the decays and

partial revivals of the nuclear overlap [Fig. 3(a)] agree well with
the time windows for the decoherences and partial recoherences of
charge migration [Figs. 3(b)–3(d)], respectively.

Apparently, the decoherences and recoherences are caused by
nuclear vibrations. Specifically, they are caused by the vibrations of
72 normal modes of pyrene. In general, the contributions of differ-
ent modes to the decoherence may differ significantly. For pyrene,
the detailed contributions of each normal mode are documented in
Table I. For this purpose, the 72 normal modes are classified into two
groups. The modes in the first and second groups are documented in
the upper and lower parts of Table I, separated by a horizontal line.
The modes in the first group have Ag symmetry. Consequently, they
have nonzero shifts between the equilibrium structures of the elec-
tronic ground and excited states. The component of the shift along
the jth normal mode is ΔQj in Eq. (34), which is listed in the third
column of Table I. The modes in the second group belong to the
other irreversible representations of D2h different from Ag . Due to
symmetry reasons, they have ΔQj = 0, namely, the minima of the
ground-state and the excited-state potentials are both exactly located
at Qj = 0.

The total overlap between the nuclear wavepackets of the two

electronic states ∣g⟩ and ∣e⟩ can be factorized as Sge(t) =
N
∏
j=1

Sge,j(t)

[cf. Eq. (29)]. The contribution of the jth mode to the decoherence
is negligible provided Sge,j(t) ≈ 1 for all the time. Consequently, we
quantitatively characterize the contribution of the jth mode to the
decoherence by the value of 1 − ∣Sge,j(t)∣min, as listed in the last col-
umn of Table I. The analytical expression of Sge,j(t) depends on
ΔQj and on the frequency shift Δωj ≡ ωej − ωgj. In the fourth col-
umn of Table I, we provide the values of the relative frequency shift
Δωj
ωgj

. Apparently the frequency shifts for the first group of normal
modes with Ag symmetry are all negligible. With the approximation
ωej ≈ ωgj, the expression ∣Sge,j(t)∣ can be simplified as

∣Sge,j(t)∣ ≈ e−ωejΔQ2
j [1−cos(ωejt)]/2̵h. (37)

The normal mode frequency ωej of the electronically excited state
and the period of ∣Sge,j(t)∣ are provided in the 5th and 6th columns of
Table I. For the first part of Table I, the numerical results for Eq. (29)
agree well with Eq. (37).

Concerning the second part of Table I (the last four rows), the
value of ΔQj is exactly zero. In this case, the expression of ∣Sge,j(t)∣
can be simplified as

∣Sge,j(t)∣ ≈
⎡
⎢
⎢
⎢
⎢
⎣

cos2
(ωejt) + (

ω2
gj + ω2

ej

2ωgjωej
)

2

sin2
(ωejt)

⎤
⎥
⎥
⎥
⎥
⎦

−
1
4

. (38)

For the last four rows of Table I, the results of the approximation
Eq. (38) agree well with the accurate results for Eq. (29). Table I
shows that the contributions to the electronic decoherence caused
by vibrational frequency shifts are much smaller than the ones
caused by nonzero shifts between the two equilibrium structures.
The largest relative frequency shift in Table I is almost 20%. How-
ever, its contribution to the decoherence is only about 1

40 of the
largest one in the first part of Table I.

Table I reveals that for the model pyrene, there are only a
few normal modes that play important roles in the decoherence of
charge migration. This is further demonstrated in Fig. 4. Specifi-
cally, we put the normal modes in order of their importance for
the decoherence and check the convergence of Sge(t) by including
the modes one by one (cf. Table I). The simplest model includes
modes 62 and 8, namely, the two most important modes, leading
to the red dashed curve in Fig. 4. This already imprints the basic
structure of ∣Sge(t)∣; compare the result for all modes (black solid).
A better convergence can be achieved by including the next mode
47 (cf. the green dotted curve). Further including the next mode 52
leads to almost converged results of Sge(t), as documented by the
small differences between the blue and black curves in Fig. 4.

Note that the initial state that can be prepared by experiments
may be different from our assumption in Sec. III A. For example, the
excited-state wavepacket may be different from χ g,0(Q) at t = 0 if it
is prepared by a relatively long laser pulse (e.g., τ = 18 fs in Refs. 51
and 52). Accordingly, the modulus of the initial nuclear overlap
∣Sge(t = 0)∣ is smaller than 1. In this case, one should still observe the
repeated decoherences and recoherences of charge migration, albeit
with a smaller initial amplitude compared to the present ideal case
with 100% initial electronic coherence.
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TABLE I. Contributions of individual normal modes to the decoherence of pyrene prepared in a superposition of the electronic
ground state ∣g⟩ and the first bright excited state ∣e⟩.

Normal mode j Symmetrya
∣ΔQj∣

b
(m

1
2
e a0) ∣

ωej−ωgj
ωgj
∣
c ωej (c cm−1

) T(∣Sge,j∣)
d
(fs) Decoherencee

8 Ag 17.21 0.0047 411.0 81.2 0.4271
62 Ag 8.96 0.0343 1641.2 20.3 0.4620
47 Ag 8.27 0.0165 1259.0 26.5 0.3292
52 Ag 7.48 0.0113 1440.8 23.1 0.3101
17 Ag 4.63 0.0018 605.1 55.1 0.0574
41 Ag 4.36 0.0203 1143.0 29.2 0.0962
37 Ag 1.40 0.0044 1094.9 30.5 0.0097
24 Ag 0.87 0.0032 814.0 41.0 0.0028
58 Ag 0.37 0.0408 1551.0 21.5 0.0011
70 Ag 0.19 0.0010 3202.6 10.4 0.0005
72 Ag 0.17 0.0007 3210.8 10.4 0.0004
65 Ag 0.13 0.0012 3186.8 10.5 0.0002

4 B1g 0 0.1944 201.9 82.6 0.0115
56 B2u 0 0.1485 1312.7 12.7 0.0064
13 B2g 0 0.1213 456.0 36.6 0.0042
Others ⋅ ⋅ ⋅ 0 ≤0.0939 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ≤0.0024
aThe table is divided by the horizontal line into the upper and lower parts for normal modes with irreducible representations Ag

and others (B1g , etc.), respectively. Modes j = 8, 62, 47, and 52 causing strong decoherence are illustrated in Fig. 1.
bShift of the potential minima in Eq. (34).
cRelative frequency shift [cf. Eqs. (19)–(23)].
dPeriod of the overlap Sge,j(t) of the nuclear wavefunctions of the mode j in states ∣g⟩ and ∣e⟩.
eThe decoherence is quantified as 1 − ∣Sge,j(t)∣min (see text).

FIG. 4. Convergence of the nuclear overlap Sge(t) of pyrene, cf. Fig. 3(a). The
black solid curve is the numerical result of Sge(t) including all 72 normal modes
of pyrene. The red, green, or blue results are the numerical result of Sge(t)
by including only the most important two, three, or four normal modes (labeled
j = 8, 62, 47, 52; cf. Table I), respectively.

IV. CONCLUSIONS
We have discovered charge migration with de- and re-

coherences in the model pyrene (C16H10). This result confirms the

underlying working hypothesis, which has been motivated by exper-
imental spectra.51,52 Still, it is surprising in view of the fact that until
today, the phenomenon has been documented only for much smaller
molecules or molecular ions, specifically in diatomic molecules28,32

and in small polyatomic molecules or ions, namely, in HCCI+,39 in
the model fulvene with a reduced set of five different totally symmet-
ric modes (out of 24),41 and in SiH4.38 Chemical intuition would not
suggest the present result, but rather it would predict that increas-
ing numbers of vibrational modes (72 for the model pyrene!) should
suppress recoherences.33

The present result for the model pyrene has been analyzed in
detail. This allows us to derive some general criteria that should
support charge migration with de- and recoherences in polyatomic
molecules as large as (or even larger than) pyrene. (a) Prominent
decoherences in superpositions of two electronic states of poly-
atomic molecules can be caused by normal mode vibrations if the
minima of the corresponding PES are shifted with respect to each
other. (b) For comparison, any frequency shifts are much less impor-
tant. (c) This motivates the search for polyatomic candidates with
very small shifts of the potential minima in the superimposed states.
(d) Gratifyingly, normal modes of symmetric molecules have zero
shifts of the potential minima if the corresponding irreducible rep-
resentations (IRREPs) are different from the highest IRREP, where
all the characters are equal to one. (e) Hence, suitable polyatomic
candidates should be highly symmetric with many different IRREPs
such that most normal modes do not have the highest IRREP. We
note in passing that, rewardingly, the first experimental observation
of charge migration with de- and recoherences has been made in
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the highly symmetric (Td) proof-of-principle, SiH4.38 (f) In general,
the molecular equilibrium structures in the superimposed electronic
states should coincide as much as possible in order to avoid any shifts
of the corresponding potential minima along the normal modes for
the highest IRREP. (g) It is advantageous to prepare superpositions
in only two states because it would be more difficult to realize the cri-
terion (f) if one prepares the polyatomic molecule in a superposition
of more than two states.

These criteria explain a posteriori why pyrene has served as a
successful first example for the experimental discovery of recoher-
ence in a polyatomic molecule:51,52 It is highly symmetric (D2h),
and the shift of the potential minima in the equilibrium structures of
pyrene in the ground and the first bright excited states is very small
compared to many other molecules.54

The results have been obtained by means of quantum dynam-
ics simulations of the time evolution of the coupled electrons and
nuclei in a superposition of two electronic states. To this end, we
have employed well established methods that have already been suc-
cessfully applied to literally hundreds of rather small polyatomic
molecules, namely, the “minimal” adiabatic Born–Huang expansion
of the total molecular wavefunction, with additional approxima-
tions, e.g., time-dependent (non-frozen!) Gaussians for the time
evolution of the vibrational modes (see, e.g., Ref. 37). The present
success rests, however, on two extensions of the method, namely,
the direct visualization of the charge migration with de- and reco-
herences in terms of the time dependent electron density and flux
instead of the previous indirect documentation in terms of the over-
lap of nuclear wavefunctions. The high resolutions of the temporal
and spatial fluctuations of the electron density and flux even allowed
the quantum dynamical simulation of the experimental π-shift of the
phase of the recoherence; this effect could never be resolved in terms
of the time evolution of the overlap of the rather slowly moving
nuclear wavefunctions. In addition, we also developed an approxi-
mate theory for quantum dynamics simulation of the preparation of
the initial superposition of electronic states by means of an ultrashort
laser pulse. Unfortunately, however, we were unable to simulate the
experimental preparation of the same initial state by means of two
rather long (∼15 fs) laser pulses, because this causes rather complex
interferences of the electric field of the laser and the quasi-periodic
charge migration.

The present approach should be considered a rather simple
reference. Clearly, it calls for extensions such as the simulation of
the preparation of the initial superposition state by much longer
laser pulses, the incorporation of nonadiabatic couplings, or nuclear
motions in anharmonic potentials. This way, it may serve as a step
toward the discovery of large polyatomic molecules that maintain
long-lasting coherences or provide efficient recoherences in elec-
tronic superposition states for various potential applications such as
quantum computations, quantum information, and quantum engi-
neering. Understanding de- and recoherence effects of laser-induced
charge migration in polyatomic molecules should also contribute
to one of the most important challenges of attosecond chemistry,
namely, quoting the stimulating perspective by Merrit et al.,64 to
“trigger the desired electron dynamics, allowing for control of con-
sequent nuclear motion”. . .“which was first inspired by the initial
experiments2” on charge migration in oligopeptides (see also the lit-
erature on recent progress in laser control of electrons quoted in
Ref. 64, together with Refs. 40 and 65). Merritt et al.64 conclude that

“a large amount of theoretical and experimental work remains to be
performed, however, before ‘true’ atto-chemistry—charge-directed
reactivity achieved by direct control of electrons in a system—can be
realized.”
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