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a b s t r a c t

We investigate the dephasing effect and atomic doping effect of random substitutional boron (B) or
nitrogen (N) on the valley Seebeck effect in zigzag graphene nanoribbons (ZGNRs) using the tight-
binding model calculations. When thermal gradient applied in the device made of ZGNRs is around
several hundreds K, dephasing effect can only reduce the magnitude of pure valley current without
generating electric current associated with the valley Seebeck effect. In the presence of B/N dopants,
valley-polarized current occurs in ZGNRs. It is found that the generated valley polarized current is lin-
early dependent on the temperature gradient (DT) when the temperature of one lead is fixed and shows
nonlinear dependence on temperature of a particular lead when DT is fixed. By calculating the phase
diagrams such as ðDT ;pÞ with p the doping concentration, we find that the valley polarization can be
tuned in a wide range from zero up to 0.72, indicating that it can be well controlled by B/N doping
concentration. Finally, the noise power of valley Seebeck effect is also studied providing important in-
formation on the fluctuation of valley polarized current.

© 2017 Elsevier Ltd. All rights reserved.
1. Introduction

In addition to charge and spin degrees of freedom, the manip-
ulation and control of valley degrees of freedom of electrons
attracted increasing attention in condensed matter physics com-
munity. In general, the valley index refers to the local maximum
(minimum) of the valence (conduction) band in the first Brillouin
zone [1e16]. As the potential information carrier, it can be utilized
to store, manipulate and read out bits of information in the future
electronics called valleytronics. Up to now, a variety of systems
ranging from bulk to two dimensional materials have been pro-
posed as potential building blocks of valleytronics, including silicon
[1e3], bismuth [4], diamond [5], carbon nanotube [6], graphene
[7e9,17], silicene [10], transition metal dichalcogenide monolayers
(TMDs) [11e13,18e20], to just name a few. In particular, the suc-
cessful isolation of 2Dmaterials (such as graphene and TMDs) boost
the rapid research advance in valleytronics. To achieve different
functionalities in valleytronics, people proposed to use electric,
magnetic, and optical means to manipulate and control the valley
degree of freedom, which have been realized recently in experi-
ment [11,18e20]. For instance, by applying themagnetic and optical
field [11,20], the valley degeneracy in the system can be lifted and
hence the valley polarized current can be generated and detected,
which is extremely important for valleytronics.

Valleytronics may also find its application in caloritronics. Valley
caloritronics [14e16], i.e., a combination of valleytronics and ther-
moelectrics, may provide an alternative way to harvest thermo-
electric waste heat. Currently, the world energy consumption
increases with an astonishing speed while huge amount of heat
energy is wasted, which takes up a big portion in the energy loss.
Therefore, the utilization of the heat waste becomes increasingly
important. As a result, thermoelectricity has attracted great
research attention in energy-saving technology [21,22]. Similar to
spin caloritronics, the heat waste can also be used to induce the
valley current in the absence of external bias voltage, which has
great potential application in the future green energy technology.
Indeed, the thermal means was recently proposed to generate the
valley polarized current and as well as pure valley current without
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accompanying charge current [14e16]. As a result of a temperature
gradient, the valley voltage difference across the system is gener-
ated which can drive the valley current in a valleytronic device.
Since operation of valleytronic devices consume energy, in this
sense, valley Seebeck effect can be used to harvest waste heat.

One of the important issues in valley caloritronics is to explore
suitable materials for generation and manipulation of valley cur-
rent using thermal means. In this work, we study the zigzag gra-
phene nanoribbons (ZGNRs) for the following reasons. First of all, it
has a very high melting temperature up to 4510 K and hence is
thermally quite stable [23]. More importantly, two valleys in GNRs
has a large separation in momentum space. The scattering due to
the long wave length phonon between two valleys is small making
the valley index a robust information carrier [8]. Note that our
system involves temperature gradient so that the temperature in
the central scattering region is not well defined at nanoscale. Since
the temperature of leads are nonzero therefore there should exist
phonons in the scattering region. However, since the temperature
of the scattering region, where phonon is considered, is not well
define, the relationship of the electron-phonon interaction and the
temperatures of two leads will be very complicated. So rather than
discussing this deep physics, we use a phenomenological theory in
this paper, i.e., a dephasingmechanism to simulate the phonon, and
use a parameter Gd to characterize the dephasing strength. In
mesoscopic physics, it is known that the dephasing effect can have
a large influence on quantum transport. For instance, dephasing
effect can reduce the conductancewhen electron energy is near the
resonance whereas an enhancement is observed in the case of off-
resonance. It would be interesting to see what is the effect of
dephasing on the valley current driven by thermal gradient.
Furthermore, atomic doping in ZGNRs may provide another effi-
cient way to tailor the electric transport properties of ZGNRs
[24e30]. Therefore, it would be important to knowwhether doping
effect can be used to modulate the valley Seebeck effect of ZGNRs
and achieve different functionalities in valley caloritronics.

In this paper, we investigate the dephasing effect [31,32] and
boron (B)/nitrogen (N) random atomic doping effect in the valley
Seebeck effect of ZGNRs. It is found that by applying the tempera-
ture gradient across the device, the valley polarized current can be
generated in the presence of B/N atomic doping. Furthermore, we
find that the valley polarized current is linear with thermal
gradient when the temperature of the right lead is fixed at 300 K. By
increasing the doping concentration, the valley polarized current is
decreasingwhile the electric current is increasing. Interestingly, the
valley polarization can be effectively tuned by the doping concen-
tration. This indicates that the dopingmechanism can be used as an
efficient tool in the application of ZGNRs in valley caloritronics.
2. Model and methods

In Fig. 1, a two terminal ZGNRs device with substitutional boron
or nitrogen atomic dopants is shown. Here, B/N atomic dopants are
randomly distributed in ZGNRs. In the tight-binding approximation
of p orbitals, the Hamiltonian of ZGNRs can be expressed as

H ¼ �t
X
〈i;j〉

�
cyi cj þ c:c:

�
þ
X
i2d

Vic
y
i ci; (1)

where cyi ðciÞ creates (annihilates) an electron on site i of ZGNRs. The
first term of Eq. (1) represents the ideal ZGNRs with the nearest
neighbor hopping energy t being 2.7 eV [33]. The second term of Eq.
(1) describes the substitutional dopant with potential Vi ¼ 1:4 or
�1:4 eV for boron and nitrogen dopant located at site d, respec-
tively [29]. In this study, we fix the size of ZGNRs device as
28:4nm� 99:7nm and denote the doping concentration of B/N as p.
Here we focus our attention to the zigzag graphene nanoribbon
where the valley indices K and K 0 are well separated and well
defined. While in the armchair graphene nanoribbon, K and K 0

points are mixed and hence is difficult to define two distinct valley
indices. For the chiral nanoribbon, the distance between K and K is
shorter than that in zigzag case. Therefore, the generation of valley
polarized current due to the presence of B or N dopants should be
larger than the case of zigzag for the same doping concentration.

In the framework of Landauer-Büttiker formula, the valley
dependent current Ia;t¼K=K 0 of ath lead driven by the temperature
gradient DT ¼ TR � TL can be written as

Ia;t ¼
Z

dE
2p

X
b

�
faðEÞ � fbðEÞ

�X
k2t

Tr
�bTk

abðEÞ
�
; (2)

where faðEÞ ¼ 1=ðexp½ðE � EF Þ=kBTa� þ 1Þ denotes the Fermi-Dirac
distribution of ath lead; EF is the Fermi energy and Ta is the tem-
perature in ath lead. In principle, the valley-resolved transmission

operator bTk
abðEÞ is defined as,

bTk
abðEÞ ¼ Gk

aG
rGbG

a; (3)

where Gr ¼ ½Ga�y ¼ ½E � H � P
a¼L;R

Sr
a��1 is the retarded and

advanced Green's function, respectively. Here Gk
a ¼ ��Wk

aihWk
a

�� is the
linewidth function of ath lead with valley index t and

��Wk
ai is

eigenstate of Ga ¼ iðSr
a � Sa

aÞ with explicit momentum k [34e36].
Note that the traditional transmission coefficient

Tab ¼ P
t

P
k2t

Tr½bTk
abðEÞ�.

Therefore, the total valley and charge current Ia;v=c can be
calculated by

Ia;v ¼ Ia;K � Ia;K 0 ;
Ia;c ¼ Ia;K þ Ia;K 0 :

(4)

To examine the valley current and its correlation, we note from
the bandstructure of ZGNRs shown in Fig. 1(b) that the right
moving electron is locked with valley K while the left moving
electron is locked with valley K 0 in the first subband of ZGNRs. To
characterize the valley polarization of current induced by the first
subband, we introduce the following quantity

h ¼
��IL;K ��� ��IL;K 0

����IL;K ��þ ��IL;K 0
�� ¼ IL;c

IL;v
: (5)

Due to the discrete nature of quantum transport process, the
electron transport is stochastic and hence the current usually
fluctuates [37]. In order to obtain additional information about the
fluctuations of valley current, it will be very interesting to study the
noise power of valley resolved current [38].

St¼
Z

dE
2p

X
k2t

Tr
�
½ð1�fLÞfLþð1�fRÞfR�bT k

LRþðfL�fRÞ2bTk
LR

�
I�bTk

LR

	

;

(6)

and hence the noise power of total electric current.
In order to simulate the dephasing effect of e-ph, we adopt the

Büttiker approach [31], which the fictitious voltage probes are
introduced into the system to mimic the influence of phase-
relaxing scattering. The Büttiker approach can be modeled by a
self-energy term Sr

d [31,39e41].



Fig. 1. (a). Schematic plot of a two-terminal ZGNRs device consisting of a central scattering region where substitutional B/N atoms are located, and left and right thermoelectrodes
that has temperature difference (DT ¼ TR � TL). (b). Bandstructure of ZGNRs with 28.4 nm width. The index K and K 0 denotes two valleys and the arrow represents the moving
direction of the electron. The first subbands are highlight with red color. (A colour version of this figure can be viewed online.)
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Sr
d ¼ �i

Gd

2
I;

Gr
ep ¼

2
4E � H �

X
a¼L;R

Sr
a � Sr

d

3
5�1

;

(7)

where Gd denotes the dephasing strength. Here, the fictitious
Büttiker probe is added to the each site of the system. Corre-
spondingly, the current of any probe m can be expressed as

Im ¼
Z

dE
2p

X
n
ðfmðEÞ � fnðEÞÞTmnðEÞ;

TmnðEÞ ¼ Tr
h
GmGr

epGnGa
ep

i
;

(8)

wherem;n2½L;R; i� and i denotes the site of the system and fmðEÞ ¼
f ðE � mmÞ is the Fermi Dirac distribution with chemical potential
mm. To find the chemical potential of a particular fictitious probe, we
require the current flowing into that probe to be zero. This gives N
linear equations that determine mm, ðm ¼ 1;2;…NÞ [40]. Finally, the
valley resolved current in the presence of dephasing effect can be
written as
Ia;t ¼
Z

dE
2p

X
n
ðfaðEÞ � fnðEÞÞ

X
k2t

Tr
�bTk

anðEÞ
�
; (9)

where the transmission operator now is defined as

bTk
anðEÞ ¼ Gk

aG
r
epGnGa

ep.
3. Results and discussion

Before analyzing the dephasing and atomic doping effect on
valley Seebeck effect, we briefly discuss the electric and valley
current in ZGNRs without any atomic dopants and dephasing
mechanism. As shown in Fig. 1(b), the energy window of the first
subband is ½�0:5;0:5� eV, which corresponds to roughly 5800 K. In
general, the applied thermal gradient in thermoelectrics is around a
few hundreds K. Therefore, only electrons in the first subbands
participate the transport process. When thermal gradient is applied
in the pure ZGNRs, the difference of Fermi-Dirac function between
two leads is an odd function of energy, i.e.,
fLðEÞ � fRðEÞ ¼ fRð�EÞ � fLð�EÞ. More importantly, the transmission
coefficient from the right lead to the left lead TK

LRðE<0Þ and

TK
0

LRðE>0Þ are exactly one for pure ZGNRwithout atomic dopants. As
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Fig. 3. (a). Pure and averaged transmission spectrum (hTt
LRi) of ZGNRs with p ¼ 3% (b).

Averaged transmission spectrum for p ¼ 10% B and p ¼ 10% N dopants. The black ar-
row indicates the transmission curves by increasing B doping concentrations. (A colour
version of this figure can be viewed online.)
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a result, the electric current of pure ZGNRs in the presence of
thermal gradient is zero and a pure valley current is generated with
zero valley polarization according to Eq. (5).

Now we discuss the influence of dephasing effect on the Valley
Seebeck effect. Here the Büttiker dephasing scheme is adopted
where the dephasing is modeled by a single parameter Gd. The
parameterGd can be considered as the average inelastic broadening
parameter to describe the phase-relaxation effects. The numerical
results of valley and electric currents for different values of the
virtual probe dephasing parameter Gd ¼ 1meV,25 meV in Fig. 2 (a)
and (b). We see that the valley current IL;v shows a linear depen-
dence on the temperature gradient DT (Fig. 2 (a)) when Gd ¼ 1meV
and deviates from the linear behavior when DT is large than 250 K
andGd ¼ 25meV.While it is nearly independent of the temperature
with fixed DT (Fig. 2 (b)) when dephasing effect is not considered.
As we increase the dephasing strength Gd, the valley current IL;v
decreases while the electric current IL;c remains to be zero. This is
different from the dephasing effect on electric current due to bias
voltage where the electric current IL;c or conductance is enhanced
when dephasing strength is increased in the situation of off-
resonance [31,40]. This indicates that the pure valley current is
protected by the symmetry TK

LRðEÞ ¼ TK
0

LRð�EÞ in the first subband of
ZGNRs against the phase-relaxation caused by dephasing. As
shown in Fig. 2 (a), we observe that the valley current IL;v has a
larger decrease as increasing the temperature gradient DT when
Gd ¼ 25meV as compared to Gd ¼ 1meV. When fixing DT we find
that the suppression of valley current is more significant at low
temperatures once the dephasing effect is on (see Fig. 2 (b)).

To generate a valley polarized current based on valley Seebeck
effect, one has to break the symmetry TKLRðEÞ ¼ TK 0

LRð�EÞ. In the
following, we will show that this can easily be done by introducing
B/N atomic dopants in the system. Fig. 3 presents the transmission
in the clean system and averaged transmission hTt

LRi versus the
energy by considering several doping concentrations, i.e.,
p ¼ 3%;10%. Note that 〈 〉 represents configuration average and ten
thousand disorder configurations were used to calculate the
average for each data. Here, we present the numerical results of
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Fig. 2. (a) The valley (black lines) and electric (red lines) current versus the temper-
ature gradient DT with the temperature of right lead being fixed at 300 K. (b) The
valley (black lines) and electric (red lines) current versus the temperature with fixed
DT ¼ 20 K. The electric current with or without considering dephasing effect (three
curves in red) by are on top of each other. (A colour version of this figure can be viewed
online.)
hTKLRi and hTK 0
LRi. First of all, we see that the transmission TK

LRðE<0Þ
and TK

0
LRðE>0Þ are equal to one, while the transmission TK

LRðE>0Þ
and TK

0
LRðE<0Þ are equal to zero without any dopants shown in

Fig. 3(a). Since the electrons injecting into the left lead are left
moving, the corresponding electrons' momentum of left moving in
the first subband with energy E<0 or E>0 are located in valley
index K or K 0, respectively. The averaged transmission coefficient
hTKLRðE<0Þi for the first subband is much more robust than that

hTK 0
LRðE>0Þi for boron dopant. With increasing boron doping con-

centration, the averaged transmission coefficient hTK 0
LRðE>0Þi de-

creases rapidly. For example, when doping concentration p ¼ 10%,
the averaged transmission coefficient hTK 0

LRðE ¼ 0:05Þi is nearly 0.1

while hTK
LRðE ¼ �0:05Þi is equal to 0.9. Comparing with boron

dopants, the effect of nitrogen dopants in ZGNRs is opposite in
tuning the averaged transmission coefficient in the sense that
TKB;LRðEÞ ¼ TK 0

N;LRð�EÞ. As shown in Fig. 3 (b), the averaged trans-

mission coefficient hTK 0
LRðE>0Þi is robust against nitrogen doping

and is sensitive to the doping for hTK
LRðE<0Þi. Note that the averaged

transmission coefficient hTK
LRðE<0Þi of boron dopants and

hTK 0
LRðE>0Þi of nitrogen dopants are symmetrical about E ¼ 0 since

the Hamiltonian in Eq. (1) is symmetrical with respective to energy
with boron or nitrogen dopants. Thus, in the rest of paper we shall
discuss the doping effect of B dopants only and the effect of N
doping is immediately known.

Having understood the doping effect of B/N atoms on trans-
mission coefficient in the ZGNRs, we now analyze how the valley
current and electric current are controlled by doping effect in Fig. 4
(a). Here, we fix the temperature of the right lead as 300 K and plot
valley/electric current versus the temperature gradient
(DT ¼ TR � TL). It is found that the electric current is no longer zero
and depend linearly on the temperature gradient when boron
atoms are doped in the system. As we increase the doping con-
centration, the electric current is increasing which is unexpected.
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Fig. 4. (a) The valley (black lines) and electric (red lines) current versus the temper-
ature gradient with the temperature of right lead being fixed at 300 K. (b) The valley
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K. (c), (d) The corresponding valley polarization (blue lines) of different doping con-
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This is due to the following reason. The current is given by energy
integration of ðfL � fRÞhTkLRðEÞiwhere k2K;K 0 corresponding to two
valleys. Since the Fermi energy is fixed at the Dirac point, i.e.,
EF ¼ 0, the current can be expressed asR
dE

��
TK
LRðE<0Þ�� �

TK
0

LRðE>0Þ�. As can be seen from Fig. 3,

hTK
LRðE<0Þi is very robust against the atomic doping while

hTK 0
LRðE>0Þi decreases quickly as the doping concentration in-

creases. This gives rise the counter-intuitive result, the increasing of
current as we increase the doping concentration. The differential
thermoelectric conductance dI=dT is about 1.8 nA/K for p ¼ 1%.
Fig. 5. Calculated phase diagram of valley polarization in the ðDTðKÞ; pÞ plane for the uppe
calculated and averaged for each point on these phase diagrams. (A colour version of this fi
Moreover, the dependence of valley current versus the temperature
gradient is also linear but with larger slope. In contrast to the
electric current, the magnitude of valley current decreases when
the doping concentration is increasing. According to the definition
of valley polarization h in Eq. (5), we present the numerical results
in Fig. 4 (c). The valley polarization increases gradually with tem-
perature gradient when doping concentration p is equal to
1% and 3%. For a rather large doping concentration 10%, the valley
polarization is nearly a constant and equals to 0.72 from 50 K to
200 K. However, the valley polarization starts to drop slightly if the
temperature gradient is increased further from 200 K to 300 K.

Furthermore, we also calculate the electric and valley current by
fixing the temperature gradient DT while changing the tempera-
tures of both leads. In the following, the calculated quantities are
disorder averaged and 〈 〉will be ignored for simplicity. As shown in
Fig. 4(b), the averaged valley and electric current show the
nonlinear dependence on the temperature of the left lead with
DT ¼ 20 K. For the doping concentration p ¼ 1%, the averaged
electric current decreases as the temperature increases. At the same
time, the averaged valley current is increasing over the whole
temperature range. However, the electric current increases slightly
and saturates at 50 nA when p ¼ 10%. In this case, the electric/
valley current also increases/decreases with increasing of doping
concentration. More importantly, the averaged valley polarization
decreases when p ¼ 1;3% in Fig. 4 (d). For the doping concentration
p ¼ 10%, the averaged valley polarization first increases and then
decreases slightly. Thus, by fixing the temperature gradient or
temperature of one lead, one canmanipulate the valley polarization
by doping mechanism.

To demonstrate the feature of the doping effect on valley po-
larization in a wide range of doping concentration, we have
calculated the phase diagram for valley polarization h in Fig. 5. In
the numerical calculations, each data point is averaged over three
thousand configurations. Fig. 5(a) and (b) plot the valley polariza-
tion in the ðDT ;pÞ and ðT ; pÞ plane, respectively. For the entire range
of DT , the valley polarization can be tuned from zero to 0.72 by
increasing the doping concentration. Comparing with fixed tem-
perature gradient, the phase diagram ðT ; pÞ plane shows that there
is a large phase space (yellow region) where valley polarization
roughly reaches a plateau (h ¼ 0:72). Note that the nitrogen doping
r panel (a) and (T ; p) plane for the lower panel (b). Three thousand configurations are
gure can be viewed online.)
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effect is expected to be opposite to that of boron dopants. Therefore,
the valley polarization can also yield negative values, which in-
dicates the electronwith valley index K 0 can dominate the transport
process. Therefore, the B/N doping effect can provide a rather wide
range to tune the valley polarization of ZGNRs.

Last but not the least, we examine the fluctuations of generated
valley polarized current by studying the noise power. The corre-
sponding noise power of valley and charge current Sv;c are shown in
Fig. 6. It is interesting that the noise power is linear dependent on
temperature for both cases, i.e., fixed temperature in one lead and
temperature gradient. Moreover, the noise power of electric current
is larger than that of the corresponding valley current. In the insets
of Fig. 6 (b), we show the noise power of valley current Iv and its
first term Iv1 in Eq. (6) when p ¼ 1%. By analyzing the data, we find
that the first term in Eq. (6) dominates. Since the second term is the
second order in Fermi distribution, which is quite small comparing
with the first term.

Finally, we note that the valley Seebeck effect is expected to
exist in the system when the second-nearest neighbor hopping
interaction is considered due to the broken of electron-hole sym-
metry [42e44]. If the bandgap of graphene nanoribbon shows up in
the presence of antiferromagnetic order, there will be no valley
Seebeck effect when the temperatures of both electrodes arewithin
the energy gap. However, if the temperature of one lead is outside
of the bandgap, the electric and valley current can be nonzero and
but is smaller than that of the non-ferromagnetic order case. This is
because the bandgap can result in tunneling effect that reduce the
electric and valley current generated by the Seebeck effect.
4. Conclusion

In summary, we have investigated the effects of dephasing and
random doping of boron and nitrogen atoms on valley Seebeck
effect in ZGNRs. The results show that the pure valley current
generated by the valley Seebeck effect is protected by the symmetry
TKLRðEÞ ¼ TK 0

LRð�EÞ regardless of dephasing mechanism. While in the
presence of random boron or nitrogen dopants which breaks the
symmetry TKLRðEÞ ¼ TK 0
LRð�EÞ, valley polarized current emerges. The

generated valley polarized current is linearly dependent on tem-
perature gradient when the temperature of one lead is fixed.
Furthermore, the valley polarization of can also be effectively tuned
in a wide range (from 0 to 0.72) by the doping concentration. Ac-
cording to our theoretical analysis, we find that the B/N doping
mechanism in ZGNRs can be extremely useful in its potential
application in valley caloritronics.
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