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A B S T R A C T

Coking coal in coal chemical enterprises presents a challenge due to its diverse types, wide sources, and variable 
quality, influenced by varying degrees of metamorphism and physicochemical properties. These differences not 
only impact coal quality but also hinder accurate analysis. Rapid and precise coal quality detection amidst 
diverse coal types is crucial for maintaining stable production and ensuring coke quality. This study employs 
near-infrared spectroscopy (NIRS) and X-ray fluorescence spectroscopy (XRF) fusion spectroscopy analysis, along 
with Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE), for data 
dimensionality reduction and visualization to devise a coal sample classification strategy. Subsequently, Support 
Vector Machine (SVM) is employed for automatic coal sample classification based on this strategy. Finally, 
Partial Least Squares Regression (PLSR) is used to establish regression models and evaluate their performance in 
predicting coal quality. Results show that classified regression model achieves R2 values of 0.9987, 0.9955, and 
0.9997 for ash content, volatile matter, and sulfur content, with corresponding root mean square error for 
prediction (RMSEP) of 0.31 %, 1.34 %, and 0.05 %, and the mean absolute relative error for prediction (MARDP) 
of 2.48 %, 3.58 %, and 3.57 %, respectively. Compared to the unclassified model, there is a significant 
enhancement in prediction accuracy. The classification and modeling method proposed herein effectively 
improve the accuracy of coal quality analysis in complex coal type scenarios, crucial for industries like coal 
chemical engineering to enhance production efficiency and optimize coal resource utilization.

1. Introduction

Coal is the most abundant fossil fuel in the world, mainly used in 
industries such as coking, thermal power generation, metallurgy, and 
cement production [1]. Rapid and accurate detection of coal quality can 
increase the efficiency of coal utilization, optimize industrial production 
processes, and reduce emissions of carbon dioxide and other pollutants. 
Although the traditional chemical analysis method can accurately detect 
the coal indexes, their procedures are quite cumbersome and typically 
require several hours or even longer, which cannot meet the demand of 
rapid analysis in the industrial field [2]. Therefore, it has a broad market 
prospect and important application value to develop the coal quality 
detection technology that meets the requirements of coal chemical en
terprises in terms of speed, precision and accuracy.

At present, the techniques for rapid analysis of coal quality include 
prompt gamma neutron activation analysis (PGNAA), laser-induced 
breakdown spectroscopy (LIBS), near-infrared spectroscopy (NIRS) 
and X-ray fluorescence spectroscopy (XRF). The application of PGNAA is 
limited due to its radioactive hazards [3,4]. LIBS has been used for coal 
quality detection in industrial field, but its measurement repeatability is 
limited by factors such as Rayleigh-Taylor instability, pulse energy 
fluctuations, and susceptibility of the plasma to external interference 
[5–7]. NIRS can rapidly analyze organic functional groups in coal 
[8–10], but it cannot analyze ash-forming elements. XRF can stably 
analyze ash-forming elements in coal [11–13], but it is powerless to 
analyze the elements with atomic numbers lower than 11 (e.g., the key 
elements of C and H in coal). In summary, it is difficult to analyze coal 
quality using a single spectroscopy technique to meet the actual needs of 
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industrial production.
In our previous work, we have verified the feasibility of NIRS-XRF 

fusion spectroscopy for coal quality analysis and developed a proto
type and applied it in a power plant [14]. Compared with a single 
spectral technique, two complementary spectral techniques can provide 
more comprehensive and accurate information about a sample, and 
better predictions can be obtained by using fusion spectroscopy [15]. In 
this study, we further extend this technology to coking enterprises. 
Coking enterprises usually use gas coal, fat coal, coking coal and lean 
coal to produce coking raw materials, compared with power plants, the 
types of coal used by coking enterprises are more complex, and different 
types of coal have significant differences in degree of metamorphic, 
physicochemical properties, which make it difficult to do an accurate 
analysis of coal quality of multiple coal types. In order to improve the 
accuracy of NIRS-XRF fusion spectroscopy for coal quality analysis in the 
case of complex coal type scenarios, this study intends to seek the 
optimal coal classification strategy and automatic classification algo
rithm, then establish the analysis model corresponding to each type of 
coal, and finally evaluate the performance of coal quality analysis.

2. Experiments

2.1. Samples

The experiment collected 225 coal samples with a particle size of 0.2 
mm provided by the Coal Preparation Plant of Yangguang Coking Group 
in Shanxi Province within one week, and we used the 180 samples from 
the first five days as the calibration set and the 45 samples from the last 
two days as the prediction set. According to the Chinese national stan
dard “GB/T 5751-2009 Classification of Chinese Coals,” these samples 
can be classified into four types: gas coal, fat coal, coking coal, and lean 
coal. The corresponding coal types and coal quality indicators are listed 
in Table 1. All coal quality indicators were tested by the employees of 
the enterprise according to the Chinese national standard “GB/T 212- 
2008 Methods for Chemical Analysis of Coal”.

2.2. Spectral acquisition and preprocessing

In this experiment, we used the previously developed NIRS-XRF coal 
quality rapid analyzer for the acquisition of NIRS spectra and XRF 
spectra. The NIRS-XRF coal quality rapid analyzer consisted of a NIRS 
module, an XRF module, a sample delivery module, and a control 
module. The NIRS module utilized a Fourier transform infrared spec
trometer (Hamamatsu, C15511-01), which operates within the wave
length range of 1100–2500 nm, with a spectral resolution of 5.7 nm. The 
wavelength range of the light source (AvaLight-HAL-S Mini, Avantes) 
used is 360–2500 nm. The XRF module was based on energy dispersive 
XRF technology, which is composed of an X-ray tube (VF-50J, VARIAN), 
a high-voltage power supply (MNX50P50, SPELLMAN), a silicon drift 
detector (VIAMP, KETEK), a sealed chamber, a beryllium window, and a 
collimator. The control module controlled the sample delivery module 
to pass sample through the NIRS Module and the XRF Module in turn 
during the measurement. To ensure the accuracy and repeatability of the 
experiment, the experimental parameters of the NIRS module and the 
XRF module were set in detail, and the specific setting methods and 
parameters are described in reference [14]. The experiment was con
ducted at a temperature of 22–25 ◦C and a humidity of 40 %–50 %.

After NIRS spectra and XRF spectra were collected, we first employed 
the Savitzky-Golay (SG) smoothing and standard normal variation 
(SNV) to preprocess the two spectra separately, aiming to eliminate 
high-frequency noise and scattering effects, the window size for 
smoothing was set to 5 and the polynomial order was 3. Then we per
formed a low-level fusion of the two spectra by concatenating them end- 
to-end. Due to the large differences in the intensity of the two spectra, 
we scaled the fused spectrum to fall within the range of (− 1, 1), and the 
scaling method used is given by the following equation: 

y =
(ymax − ymin)*(x − xmin)

xmax − xmin
+ ymin (1) 

where ymax and ymin are the upper and lower bounds of the interval, x is 
the variable to be scaled, and xmin and xmax are the minimum and 
maximum values of the variable, respectively, y represents the variable 
after scaling. The fused spectrum after preprocessing contains a total of 
3739 variables [14]. All preprocessing methods and the algorithms 
mentioned later were performed on MATLAB.

2.3. Data dimensionality reduction and visualization algorithms

Spectral data usually have a large number of features or variables, 
which complicates data analysis and processing. Dimensionality 
reduction algorithms can reduce the dimensionality of spectral data, 
simplify the data structure and improve the analysis efficiency. At the 
same time, since high-dimensional data are difficult to be represented 
intuitively on graphs, dimensionality reduction can map the data into 
two- or three-dimensional space, which is easy to visualize and observe. 
We plan to use dimensionality reduction algorithms to map the spectral 
data of coal samples into a three-dimensional space, aiming to deeply 
explore the differences and relationships between complex coal types 
and thereby determine the optimal classification strategy for coal sam
ples. Two commonly used algorithms are as follows.

2.3.1. Principal Component analysis (PCA)
Principal Component Analysis (PCA) is a commonly used method for 

data dimension reduction, as well as an unsupervised algorithm that 
does not rely on any information about category labels [16]. The main 
idea of PCA is to transform the original data into a set of representations 
that are linearly independent in each dimension through a linear 
transformation. This transformation can be used to extract the main 
feature components of the data. In other words, PCA can project high- 
dimensional data onto a lower-dimensional space while preserving as 
much information as possible from the original data and ensuring the 
linear independence among the features in the new dimensions.

2.3.2. t-Distributed Stochastic Neighbor Embedding (t-SNE)
t-Distributed Stochastic Neighbor Embedding (t-SNE) is a machine 

learning algorithm for dimensionality reduction, first proposed by 
Maaten and Hinton in 2008 [17]. t-SNE starts by computing the simi
larity between data points in the high-dimensional space and assigns a 
probability distribution to each data point, representing its similarity to 
other data points. This probability distribution can be viewed as a rep
resentation of the “neighborhood relationships.” Then, in the low- 
dimensional space, t-SNE finds a new position for each data point and 
computes the similarity between them. Finally, t-SNE employs an opti
mization method known as Kullback-Leibler Divergence (KL 

Table 1 
The statistical results of 225 samples.

Type Ash (%) Volatile (%) Sulfur (%) Sample size of calibration set Sample size of prediction set

Gas coal 8.21–11.64 39.02–42.28 0.46–0.55 9 3
Fat coal 7.06–14.23 28.72–34.40 0.39–1.73 43 15
Coking coal 10.01–11.46 21.18–27.77 0.68–3.90 74 16
Lean coal 7.72–11.70 12.56–18.26 0.37–2.38 54 11
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Divergence) to measure the difference between these two probability 
distributions, and uses algorithms like gradient descent to minimize this 
difference. In this way, t-SNE can preserve the similarity relationships 
between data points in the high-dimensional space as much as possible 
in the low-dimensional space, which improves the visualization result.

2.4. Classification algorithms

2.4.1. Back propagation neural network (BPNN)
The backpropagation neural network (BPNN) is one of the most 

widely used neural network models today [18,19]. The BPNN is 
composed of an input layer, hidden layers, and an output layer, with 
neurons in each layer only connected to neurons in adjacent layers. The 
neurons in the input layer are responsible for receiving external infor
mation and passing it to the hidden layer. The hidden layer transforms 
and processes the received information before passing it to the output 
layer. The output layer compares the neural network’s output with the 
desired output from the external environment and calculates the error. 
When the error between the actual output and the expected output ex
ceeds a preset threshold, the backpropagation process begins. The error 
propagates back through the layers using the gradient descent method, 
and the weights of each layer are adjusted to minimize the output error. 
Through continuous forward propagation of information and backward 
propagation of errors, the weights of each layer are constantly adjusted, 
which constitutes the learning and training process of the neural 
network.

2.4.2. Support Vector Machine (SVM)
Support Vector Machine (SVM) is a supervised learning model 

widely used in the fields of classification, regression analysis and 
anomaly detection [20,21]. Its basic idea is to binary classify data by 
finding an optimal hyperplane that maximally separates samples of 
different classes and ensures the classifier’s ability to generalize to new 
samples. It can be extended to multi-class nonlinear classifiers by 
employing kernel functions and techniques such as one-to-one and one- 
to-coefficient.

2.5. Regression algorithms

Partial least squares regression (PLSR) provides a regression 
modeling method for multiple dependent variables on multiple inde
pendent variables, which is very suitable for regression modeling when 
the number of samples is less than the number of independent variables 
[22]. In this study, two different prediction models were established 
based on PLSR, one using all samples for regression analysis, and the 
other classifying coal samples first according to the optimal coal sample 
classification strategy before establishing a regression model. Consid
ering that the amount of gas coal is too small to establish a represen
tative model, gas coal is not used in both PLSR models. All PLSR models 
in this paper were optimized by 5-fold cross-validation.

2.6. Evaluation indexes

In this study, the confusion matrix is utilized to demonstrate the 
relationship between the model’s prediction results and the actual la
bels. The classification performance of the model is evaluated using 
accuracy. The formula for calculating accuracy is as follows: 

accuracy =

∑K
i=1TPi

∑K
i=1(TPi + FNi)

(2) 

where K is the number of types, TP, FN represent True Positives, and 
False Negatives, and the subscript i denotes the category to which it 
belongs.

The evaluation indexes for the regression model in this study include 
the correlation coefficient of the fitted curve (R2) of the calibration set, 

the root mean square error for prediction (RMSEP) and the mean abso
lute relative error for prediction (MARDP), and the corresponding for
mulas are as follows: 

R2 = 1 −

∑m
i=1(yi − ŷi)

2

∑m
i=1(yi − yi)

2 (3) 

RMSEp =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i
(yi − ŷi)

2

n

√
√
√
√
√

(4) 

MARDP =
1
n
∑n

i=1

|yi − ŷi|

yi
× 100% (5) 

where yi is the reference value of the sample, ̂yi is the prediction value of 
the sample, yi is the average value of the reference value of all the 
samples, m is the number of samples in the calibration set and n is the 
number of samples in the prediction set. the closer R2 is to 1, the better 
the linearity of the calibration set model is; the closer RMSEP and MARDP 
are to 0, the closer the predicted value is to the true value, reflecting the 
better accuracy of the prediction model.

3. Results and discussion

3.1. Evaluation of unclassified regression models

Fig. 1 presents the analysis results of regression modeling using all 
coal samples without classification. The R2 values of the unclassified 
model for ash, volatile, and sulfur are 0.9848, 0.9938, and 0.9968, 
respectively, while the RMSEP values are 0.56 %, 2.00 %, and 0.08 %, 
and the MARDP values are 4.12 %, 6.09 %, and 8.52 %. Judging from the 
distribution of samples in the prediction set, the prediction accuracy of 
this model for coal quality is not particularly satisfactory. Combined 
with Table 1, it can be seen that the types of coal purchased by this 
enterprise are quite diverse, with a wide range of values for various 
indicators. Different types of coal exhibit significant differences in 
physical and chemical properties, and this diversity significantly reduces 
the prediction performance of the model. Therefore, in the face of 
complex and diverse coal types, it is not recommended to use an un
classified model to directly analyze coal quality.

3.2. Visualization of coal classification

Both PCA and t-SNE algorithms can be used for dimensionality 
reduction and visualization of high-dimensional spectral data. The 180 
preprocessed calibration set sample spectral data were dimensionally 
reduced using PCA with the confidence interval set to 95 %, and the 
spectral data variables were reduced from the initial 3739 variables to 
89. The first three principal components are selected for PCA spectral 
visualization, and then t-SNE is used to further map the PCA dimen
sionality reduction data into the 3-dimensional space for t-SNE spectral 
visualization. Fig. 2 demonstrates the visualization effect of these two 
algorithms, it can be seen that the clustering results of coal samples after 
dimensionality reduction using the t-SNE is more obvious, and its 
visualization effect is better than the PCA. This is because only the first 
three principal components of PCA cannot fully demonstrate the dif
ference between different coal types. In subsequent studies, the t-SNE 
will continue to be used to explore how to classify coal samples. How
ever, unlike PCA, t-SNE does not provide an explicit mapping function 
that can be directly applied to new data. PCA can map new data to a low- 
dimensional space through a linear transformation matrix, whereas t- 
SNE finds the optimal low-dimensional representation on the training 
dataset through a complex optimization process, which cannot be 
directly applied to new data [17], so the PCA dimensionality reduced 
data will still be used as the input variables in the classification 
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modeling.
It can also be seen from Fig. 2 that the classification method ac

cording to gas coal, fat coal, coking coal, and lean coal does not 
distinguish the coal samples visually. Therefore, we further refine the 
classification according to the spectral data after visualization, and the 
optimized classification results are shown in Fig. 3. As can be seen in 
Fig. 3(a), the coal samples with different sulfur content show a good 
clustering result, we differentiated the samples in the calibration set 
according to their sulfur content, naming samples with sulfur content 
below 1.0 % as low-sulfur coals, those between 1.0 % and 3.0 % as 
medium-sulfur coals, and those greater than 3.0 % as high-sulfur coals. 
The medium-sulfur and the low-sulfur coals can be further classified. For 
the medium-sulfur coal, we can see from Fig. 2(b) that the medium- 
sulfur coal consists of fat coal, coking coal and a small amount of lean 
coal, in which the coking coal and some fat coals cluster together making 
it difficult to separate, and the amount of lean coal is too small to be 
suitable for establishing the modeling as a class alone. From Fig. 3(b), we 
can see that if we consider the ash of medium-sulfur coal, it can be 
divided into two obvious classes, one with relatively low ash (average 
ash of 10.33 %) called medium-sulfur low-ash coal, and the other is 
medium-sulfur high-ash coal (average ash of 13.27 %). In addition, even 
though they are both medium-sulfur coals, there are still slight differ
ences in sulfur content between them, and the sulfur content of medium- 
sulfur low-ash coal (average sulfur content of 1.93 %) is slightly higher 
than medium-sulfur high-ash coals (average sulfur content of 1.47 %). 
For the low-sulfur coal, we find that the clustering results are effective 

according to the classification strategy of gas coal, fat coal, coking coal, 
and lean coal, as shown in Fig. 3(c).

In summary, different types of coal samples are well separated using 
t-SNE, the sulfur content has a great influence on the differentiation of 
different coal types, and when the sulfur content is similar, coal samples 
with similar ash content or volatile matter will be clustered together. We 
think that the best classification strategy is to divide the coal samples 
into seven types, which are low-sulfur gas (LS-G) coal, low-sulfur fat (LS- 
F) coal, low-sulfur coking (LS-C) coal, low-sulfur lean (LS-L) coal, 
medium-sulfur low-ash (MS-LA) coal, medium-sulfur high-ash coal (MS- 
HA) and high-sulfur (HS) coal. After classifying into seven types, we 
randomly selected a sample from each type of coal to plot its NIRS 
spectrum and XRF spectrum, Typical NIRS spectra and XRF energy 
spectra of seven types of coal are shown in Fig. 4(a) and (b), respectively, 
and we can see that the classification strategy we used matches well with 
the rules presented by the coal spectra. The statistical results for seven 
types of coal samples are shown in Table 2.

3.3. Evaluation of classification models

After determining the classification strategy for the coal samples, we 
compared the classification performance of BPNN and SVM. Using the 
data after PCA dimensionality reduction as input to the classification 
model. For BPNN, a three-layer neural network structure was employed, 
namely the input layer − hidden layer − output layer. By comparing the 
accuracy of the prediction set, the optimal number of hidden layer 

Fig. 1. Unclassified model analysis results, (a) ash, (b) volatiles, (c) sulfur.

Fig. 2. Visualization of coal classification results using (a) PCA and (b) t-SNE.
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neurons was determined to be 16. Further, the transfer function of the 
hidden layer of BPNN was tansig, the transfer function of the output 
layer was purelin, the learning rate was 0.1, the maximum number of 
training iterations was 100, and the target error was 10-4. In the SVM, 
the radial basis function (RBF) kernel was chosen, a grid search 

combined with 5-fold CV was used to optimize the hyperparameters of 
SVM, determine the appropriate parameters by comparing the accuracy 
of the prediction set, and the penalty coefficient C and the width 
parameter γ were determined to be 0.5743 and 0.0039, respectively.

Fig. 5 and Fig. 6 show the confusion matrices of the training and test 

Fig. 3. Visualization of coal classification results, (a) classification by sulfur, (b) further classification of medium-sulfur coal, (c) further classification of low- 
sulfur coal.

Fig. 4. Spectra of sample selected from each type, (a) NIRS, (b) XRF.

Table 2 
Statistical results for seven types of coal samples.

Type Ash (%) Volatile (%) Sulfur (%) Sample size of calibration set Sample size of prediction set

LS-G 8.21–11.64 39.02–42.28 0.46–0.56 9 3
LS-F 7.06–7.98 33.17–34.40 0.39–0.47 21 9
LS-C 10.32–11.18 22.21–23.98 0.68–0.92 31 5
LS-L 9.00–11.70 12.56–18.22 0.37–0.62 48 11
MS-LA 7.72–11.46 17.40–33.54 1.68–2.38 40 10
MS-HA 12.38–14.23 28.72–31.33 1.28–1.65 16 4
HS 10.01–10.76 26.51–27.77 3.50–3.90 15 3
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sets using the two algorithms for classification, where 1 to 7 represent 
low-sulfur gas coal, low-sulfur fat coal, low-sulfur coking coal, low- 
sulfur lean coal, medium-sulfur low-ash coal, medium-sulfur high-ash 
coal, and high-sulfur coal, respectively. It can be seen that the classifi
cation accuracy of these two algorithms for the training set is 96.1 % and 
100 % respectively, while the classification accuracy for the test set is 
100 % for both algorithms. The higher classification accuracies 
demonstrated by these two algorithms fully prove the rationality of the 
present coal sample classification strategy. Comprehensively, SVM 
shows better classification performance compared to BPNN.

3.4. Evaluation of regression models after classification

After dividing all the samples into seven classes and determining the 
appropriate classification algorithm, we establish regression model for 

each class individually. In order to have a direct comparison with sub
section 3.1, instead of showing the performance of each of the seven 
models separately, we organize the results of the seven models together 
here. Fig. 7 demonstrates the coal quality analysis results of the 
regression model after classification for the samples of the calibration set 
and the prediction set. It can be seen that the R2 of the model for ash, 
volatile matter, and sulfur are 0.9987, 0.9955, and 0.9997, respectively, 
the RMSEP is 0.31 %, 1.34 %, and 0.05 %, respectively, and the MARDP is 
2.48 %, 3.58 %, and 3.57 %, respectively. The prediction accuracy of the 
model after classification is significantly improved compared to the 
unclassified model.

4. Conclusion

In this study, we utilized the NIRS-XRF fusion spectroscopy analysis 

Fig. 5. Confusion matrix for classification by BPNN, (a) calibration set, (b) prediction set.

Fig. 6. Confusion matrix for classification by SVM, (a) calibration set, (b) prediction set.
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technique, combined with PCA and t-SNE algorithms through data 
visualization to carry out an investigation on the classification strategy, 
which provides a suitable classification basis for the classification of coal 
samples. In order to realize the automatic identification of coal types, we 
compared the classification performance of SVM and BPNN classifica
tion algorithms, and the results showed that the classification perfor
mance of SVM was better than that of BPNN. Meanwhile, the prediction 
performance of the unclassified model and the regression model after 
classification were compared. The R2 values for ash, volatile matter, and 
sulfur in the unclassified model were 0.9848, 0.9938, and 0.9968, 
respectively, with RMSEP values of 0.56 %, 2.06 %, and 0.08 %, and 
MARDP values of 4.12 %, 6.09 %, and 8.52 %. In contrast, the R2 values 
for the classified model were 0.9987, 0.9955, and 0.9997, with RMSEP 
values of 0.31 %, 1.34 %, and 0.05 %, and MARDP values of 2.48 %, 3.58 
%, and 3.57 %, respectively. The proposed method significantly en
hances prediction accuracy post-classification compared to the unclas
sified model. This approach effectively improves coal quality analysis 
accuracy in complex coal type scenarios, which is vital for enhancing 
production efficiency and achieving efficient coal resource utilization in 
coal chemical and related industries.
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