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Abstract
Weadopt the genetic algorithm tofit the potential energy curve for B1Π state of 85Rb133Csmolecule
based on the data of rovibrational energy levels, whichwere observed previously by Fourier-transform
spectroscopy and photoassociation spectroscopy.We explore the effect of different hyperparameter
settings on the evolutionary process andfinal results to optimise the performance of the algorithm.
Finally, the fitting procedure can reproduce the rovibrational levels with an error less than 0.06 cm−1

compared to the experimental data.

1. Introduction

During the past twenty years, there has been an increasing interest fromboth physicists and chemists in the cold
and ultracoldmolecules, especially the polarmolecules, since suchmolecules hold promise for various fields,
such as ultracold chemistry, testing fundamental laws, and quantum computing [1]. Several kinds of ultracold
polarmolecules have been produced successfully throughmethods such as photoassociation [2] or
magnetoassociation [3]. Among these species, the RbCsmolecule is fascinating for its unique features [4]. Earlier
in this century, Kerman et al produced 85Rb133Csmolecules in the lowest triplet state a3Σ+ via photoassociation
in a laser-cooledmixture of 85Rb and 133Cs atoms [5]. Since then, progress on producing the RbCsmolecules via
photoassociation has been accomplished [6–8]. Recently, the production of 85Rb133Csmolecules in the ground
electronic state X1Σ+ has been achieved [9, 10].

For investigating andmanipulating the process of photoassociation, potential energy curves (PEC) of
different electronic states are of great significance.With precise PEC, accurate rovibrational wave functions and
Frank–Condon factors can be calculated, which can be used tofit the photoassociation spectrum [11]. Besides,
precise PEC is vital for accurate numerical simulation of the photoassociation process, facilitating the
exploration of efficient photoassociation pathways [12–14]. The PEC for the lowest 1Π state, namely B1Π state,
has been studied extensively. Through the ab initio calculations, the PEC for B1Π state of 85Rb133Csmolucule has
been calculated in [15–19]. Alternatively, techniques that transform rovibrational and hyperfine spectroscopic
data intomolecular PEChave also been developed, including theRydberg-Klein-Reesmethod [20–24] and the
inverted perturbation approach (IPA) [25, 26]. Adopting the IPA, Birzniece et al constructed an empirical PEC
for B1Π state with the rovibrational levels observed by Fourier-transform spectroscopy (FTS) [27]. Recently,
additional rovibrational levels of B1Π state have been observed based on photoassociation spectroscopy (PAS) in
[10]. However, neither the ab initioPECnor the empirical PEC in [27] can precisely describe the experimentally
observed energy levels in [10].
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Therefore, themain goal of the present study is to obtain a PEC for B1Π state of 85Rb133Cs by taking the
rovibrational energy levels observed via both FTS and PAS into account. The empirical PEC in [27] exhibits a
bump-like region. Similar irregular shape of the PEC, such as the double-well structure [28–31], are widely
available. In order tofit such kind of PEC, it is essential to usemoreflexible optimisationmethod. Thanks to the
development of computing technology, lots of new techniques for fitting PECwith spectroscopic data have been
developed, such as neural networks [28, 32–34] and genetic algorithm (GA) [31, 35–39]. Roncaratti et al first
proposed aGA technique tofit the analytical PEC for the +H2 and Li2 systems [35].Marques et al proposed a two-
stepGAusing an extended-Rydberg potential and used it on theNaLi andAr2 [36]. Almeida et al improved the
algorithm from [36] tofit the PECof RbCs ground electronic state [37]. Stevenson et al developed aGA approach
tofit the point-wise potential directly and adopted it on theX1Σ+ state of LiRb [38, 39]. Urbańczyk et al applied
GA tofit the double-well PEC for the S+E3

1 state of CdKr andCdAr [31]. Inspired by thesework, we adoptGA to
fit the PEC for B1Π state of 85Rb133Csmolecules, in the hope of getting a satisfactory result.

The remaining part of this article proceeds as follows: the second section introduces themethodology used
in the present study; the third section presents thefitting results and analyses; the last section states the
conclusion of the present study.

2.Methods

GA is a classical and powerful optimisation algorithm inspired by natural selection [40]. It is widely used for
solving complex problems, which require extensive parameter space exploration. Atfirst, it creates an initial
population of candidate solutions for the problem at hand. It then applies the process of selection, crossover, and
mutation to evolve the population. During each generation, the algorithm evaluates the fitness of each candidate
solution, selects the better solutions, and recombines them through the crossover to create new solutions. These
new solutions are thenmutated to introduceminor changes to their parameters. This process is iterated for hosts
of generations. As a result, the algorithm canfind optimal solutions to the problem. Theflowchart of our
algorithm is shown infigure 1. Each process in this flowchart is clarified in the next subsections.

2.1. Encoding scheme
The encoding scheme plays a vital role inGA.Generally, we need to choose different encoding schemes
according to the properties of different problems. Typical encoding schemes inGA include binary, permutation,
and value-based encoding [41]. In the present study, we adopt a value-based encoding scheme that is detailed
below.

Thefitting is based on the empirical PEC obtained in [27], as shown infigure 2. There are 27 points in this
point-wise PEC. In this work, theminimumof the PECof the ground electronic state is set to be the zero point of
energy. As indicated by red shadowed area infigure 2, the energy range of the rovibrational levels observed via
PAS is between 13 884 cm−1 and 14 149 cm−1, which is covered by the 7th to 19th potential points as noted by
the coloured points. These 13 points are adjusted to precisely fit the experimental data.

Wefirstly estimate the adjustment range of the horizontal and vertical coordinates for all potential points.
We calculate the energies of rovibrational levels observed via PAS using the empirical PEC in [27] and compare
these calculated energies with their corresponding experimental values in [10]. The errors between them are
within 5 cm−1, as listed in table A1. Therefore, the adjustment range of the vertical coordinates formost of the
potential points is set to be 15 cm−1, which is several times larger than 5 cm−1 and ensures a relatively large
search space. Besides, the difference in internuclear distances between the neighbouring potential points is about
0.1Å, so the adjustment range of the horizontal coordinates formost of the potential points is set to be 0.02Å,
which is several times less than 0.1Å and ensures a proper shape of the PEC. The adjustment range for the
potential points satisfing the case above is noted by the green boxes infigure 2.However, there are exceptions for
two groups of points. Firstly, there is a bump-like region covered by the 8th, 9th and 10th points, which is caused
by the spin–orbit couplingwith theΩ= 1 component of the c3Σ+ state. Therefore, we set a larger adjustment
range for these 3 points one by one to expand the search space, as noted by the blue boxes infigure 2. Secondly,
for the 12th, 13th and 14th points located at the bottomof the potential well, wemainly focus on adjusting their
horizontal coordinates to adjust the equilibrium internuclear distance, as noted by the red boxes infigure 2. The
adjustment ranges for each point are listed in table 1.

We generate 26 randomnumbers distributed uniformly across the adjustment rangesmentioned above.
These 26 randomnumbersmake up an individual in the population, and each number represents a gene in this
individual.We repeat this processN times to create the initial population. In the present study, we setN= 200,
meaning there are 200 individuals in the population.
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2.2. Fitness function
After creating the initial population, we need to define thefitness function thatmeasures the performance of
individuals. On the one hand, there are 15 rovibrational levels in ourfitting, which are observed by PAS in [10]
and listed in table A1.On the other hand, awealth of rovibrational levels are observed by FTS in [27].We
determine the energy levels included in the fitting based on the following considerations. Firstly, the energy
range of the rovibrational levels observed by FTS, which are included in ourfitting, should be comparable to that
observed by PAS. Secondly, part of the energy levels observed by FTS are perturbed by rovibrational levels
belonging to the neighbouring electronic state, which is indicated by the deviation of the rotational constant
from its conventional value [27].We choose the rovibrational levels which are free of perturbation. Due to the
above considerations, we pick 50 energy levels with v= 0, 1, 2 observed by FTS, which are listed in tables A2 and
A3. In total, there are 65 energy levels being used in the fitting, and the energies of these rovibrational levels
observed experimentally are denoted as Eobs.

To calculate the fitness for each individual, we firstly add the adjustment values, namely the genes in the
individual, to the initial PEC. Thenwe perform the cubic spline interpolation on these points and obtain a
continuously derivable PEC.We solve the corresponding time-independent Schrödinger equation to calculate
the energies of rovibrational levels with a Fortran programLEVEL [42]. Thefitness function is given by the
following equations. Firstly, themean squared error (MSE) between the calculated energies of rovibrational
levels and the corresponding FTS data is

Figure 1.The flowchart of the algorithm adopted in this work.
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In these two equations, Eobs
FT and Eobs

PA are the energies of rovibrational levels observed via FTS and PAS,
respectively. Ecal

FT and Ecal
PA are the calculated energies of these levels.NFT andNPA are the numbers of these

energy levels considered in the fitting. Thefitness function of an individual is defined as

( ) ( )c c c= - +W W1 , 32
FT
2

PA
2

whereW is the fitness weight, which denotes theweight of energy levels observed by PAS in the fitting, and takes
the value between 0 and 1.

Figure 2.The PEC for B1Π state of 85Rb133Cs taken from [27]. The red shadowed area in themain figure indicates the energy range of
rovibrational levels observed via PAS. The coloured boxes in the subfigures show the adjustment ranges of the potential points in the
fitting procedure. Note that the scales of the vertical axis in subfigures are different.

Table 1.The point-wise PEC for B1Π state of 85Rb133Cs. Note that only the adjusted points
are listed in this table. The first two columns are the original values in [27], the next two
columns are the values fitted byGA, and the last two columns are the adjustment ranges for
each point.

R [Å] E [cm−1] R [Å] E [cm−1] ΔR [Å] ΔE [cm−1]

4.18 14 299.836 4.1851 14 298.4121 (−0.02, 0.02) (−15, 15)
4.29 14 110.440 4.2650 14 116.3740 (−0.03, 0.03) (−15, 15)
4.39 14 071.068 4.4116 14 073.4572 (−0.03, 0.03) (−20, 20)
4.47 13 888.589 4.4651 13 914.6807 (−0.03, 0.03) (−30, 30)
4.55 13 800.746 4.5445 13 803.5499 (−0.02, 0.02) (−15, 15)
4.66 13 756.971 4.6775 13 753.8804 (−0.02, 0.02) (−5, 5)
4.76 13 746.751 4.7558 13 746.4218 (−0.02, 0.02) (−5, 5)
4.87 13 761.915 4.8824 13 765.3732 (−0.02, 0.02) (−5, 5)
4.97 13 794.050 4.9857 13 800.1981 (−0.02, 0.02) (−15, 15)
5.13 13 871.758 5.1299 13 872.5850 (−0.02, 0.02) (−15, 15)
5.29 13 969.069 5.2949 13 971.0506 (−0.02, 0.02) (−15, 15)
5.45 14 073.051 5.4633 14 072.9447 (−0.02, 0.02) (−15, 15)
5.61 14 173.995 5.5997 14 187.7000 (−0.02, 0.02) (−15, 15)
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2.3.Operators
After calculating the fitness of the initial population, we need to generate a newpopulation for the next
generation. It usually needs the operators including selection, crossover andmutation for general GA to achieve
this. The operators adopted in our algorithm are described in the following.

To beginwith, we should select the individuals with betterfitness from the current population. There are
various selection techniques, such as roulette-wheel, tournament, linear-rank, and elite selection [41, 43]. In the
present study, we choose the tournament selection described as follows. Firstly, we randomly select n individuals
from the current population, where n= σsN andσs denotes the selecting proportion. From these individuals, we
select the onewith bestfitness.We repeat the above processN times and selectN individuals to compose the new
population.

We then need to cross these individuals in the current population. There are hosts of crossover operators
such as single-point crossover, two and k-point crossover [41]. Because the encoding scheme in the present
study is relatively simple, only a simplified single-point crossover operator is adopted in the algorithm. For each
step of the crossover operation, we randomly select two individuals in the population. The crossing probability
of these two individuals is set to bePc. If the crossover occurs, we should swap the genes at a randomly picked
location in the two individuals. If not, wemove straight to the next step.We repeat the above stepN times in a
complete crossover operation.

After that, we need tomutate the individuals in the current population. Sincewe adopt the real number
encoding scheme in the present study, we choose an improved non-uniformmutation operator [44] in the
fitting.Wefirst randomly pick a gene in a randomly picked individual. Themutating probability of this gene is
set to bePm. If themutation occurs, we should add a randomnumberΔ to the current value. For the normal
case,Δ is defined as

( )

( )
( )D =

- -

- - >

⎧

⎨
⎪

⎩
⎪

⎛
⎝
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T
r
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4
c

c
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2
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2

where r is a uniform randomnumber between -1 and 1,Vc is the value of the current gene,Vmax andVmin is the
upper and lower boundary of adjustment range of this gene, t is the current generation number, andT is the
maximal generation number of thewhole evolution. If themutation does not occur, we proceed directly to the
next step. As indicated in equation (4), the values of genes canmove freely across the parameter space in early
generations of evolution, which can contribute to increase population diversity. As evolution proceeds,Δ
adaptively diminishes, so it becomes a local search later in the evolution. To avoid falling into localminima, we
introduced the possibility of strongmutation on the premise of normalmutation. If the bestfitness of the
population hasn’t improved in 5 consecutive generations, the strongmutationmight be activated. The strong
mutating probability is denoted byPs. If the strongmutation occurs,Δ should take the following form,
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which is helpful to explore a wider range of possible solutions. If not,Δ still takes the form in equation (4). The
flowchart for one step of themutation operation is shown infigure 3. In awholemutation operation, we repeat
the above step 5200 times, since there are 26 genes in an individual and 200 individuals in the population.
Therefore, themutation is amore enhanced operation in comparison to the crossover.

Furthermore, we adopt the elitist preservation strategy to guarantee global convergence. After completing
the selection, crossover andmutation operations for the current generation, this strategy directly copy the best
individual that has emerged in the evolution so far, replacing theworst individual in the current population. In
the present work, we setT= 200, repeatedly iterate the process aboveT times throughout the entire GA
procedure and complete the evolution.

3. Results

To optimise theGAprocedure, we explored the influence of the hyperparameters in our algorithmon the
evolutionary process andfinal results. These hyperparameters include the fitness weightW, mutating
probability Pm, crossing probability Pc, strongmutating probability Ps and selecting proportionσs, which have
been introduced above. Considering the results of GA are stochastic, we repeatedly executed theGAprocedure
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10 times for each setting of hyperparameters, and the average values and standard deviations are calculated and
shown in the following.

Wefirstly investigate the effect ofW in thefitness function on thefinal results. Since our purpose is tofit a
PEC for describing the energy levels observed by both PAS and FTS, it is essential to set the fitness weightW
properly to ensure that both cFT

2 and cPA
2 are down to a small value in the end. Fixing other hyperparameters, we

change the value ofW from0.1 to 0.8 in a step length of 0.1 and run theGAprocedure 10 times for each setting.
After obtaining the final cFT

2 and cPA
2 at the end of the evolution of these 10 trials, we calculate their average value

and standard deviation as shown infigure 4. The solid lines infigure 4 depict thefitting of cFT
2 and cPA

2 as a
function ofWwith the quadratic polynomial. SinceW represents theweight of energy levels observed by PAS in

Figure 3.The flowchart of one step in themutation operation.

Figure 4.The variations offinal cFT
2 and cPA

2 as a function ofW, withPm = 1,Pc = 0.2, Ps = 0.2 andσs=0.4. The hollow circles and
the error bars represent the average values and the standard deviations. The solid linesfit cFT

2 and cPA
2 as a function ofWwith the

quadratic polynomial.
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thefitting, the fitted PECdescribes the PASmore accurately asW increases. Therefore, whenW increases, cPA
2

decreases and cFT
2 increases. As shown infigure 4, these twofitted lines intersect roughly atW= 0.32, andwe set

W= 0.32 inwhat follows.
Like the process above, we change Pm from0.1 to 0.9 in a step length of 0.1, with other hyperparameters all

fixed. According to the results of repeated trials, the value of cFT
2 varies slightly with differentPm, while cPA

2 is
relatively smaller near Pm= 0.3.Meanwhile, we also try different values ofPc, and it seems to have little effect on
both cFT

2 and cPA
2 . Consequently, we set Pm= 0.3 andPc= 0.4 in the following.We then investigate the effect of

Ps andσs on thefitting.We run our procedure as above forPs= 0.3, 0.5, 0.8, initially, setting other
hyperparameters tofixed values. Repeated trials show that our algorithmhas almost always located the global
minimawhen the iteration proceeds to 70%. Therefore, we reduce Ps by half during the remaining iterations to
accelerate the descent to the globalminima.We can get the best fitness value for each generation. Sincewe run 10
times for each setting of hyperparameters, we calculate the average of the bestfitness values for these 10 runs.
Thenwe calculate the square root of this average, noted asχavg. The variation ofχavg as a function of generation
number is shown in the left panel offigure 5.Meanwhile, we run our procedure forσs= 0.5, 0.25, 0.125with
other hyperparameters fixed and computeχavg for each generation, which is shown in the right panel offigure 5.
The results forPs= 0.5 andσs= 0.25 are relatively better than the others, as shown infigure 5.

Figure 5.The variations ofχavg as a function of generation number for different Pswithσs = 0.5 (left panel) and different σswith
Ps = 0.4 (right panel). Note that the vertical axis is on the log scale.

Figure 6.ThePEC for B1Π state of 85Rb133Cs obtained by theGA (blue solid line) and by IPA [27] (red dot-dashed line). The subfigures
are local zooms of the bump-like region and the bottomof the potential well.
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After the exploration above, we determine the setting of hyperparameters used in the fitting:W= 0.32,
Pm= 0.3, Pc= 0.4,Ps= 0.5,σs= 0.25.We run the procedure 10 times under the above setting and find the best
one from the results. Then, we obtained thefitted PEC for B1Π state, which is shown infigure 6 together with the
PECobtained in [27]. It is worth noting that the bump-like region ismore protruding, and the equilibrium
internuclear distanceRe is slightly shifted to the right. The point-wise PECdata are listed in table 1. Additionally,
we compare themolecular constants, includingTe,ωe andRe, with their counterparts obtained from the
previous studies [16–19, 27], which are listed in table 2.

We also calculate the energies of rovibrational levels with thefitted PEC,which are denoted by EGA and listed
in tables A1, A2 andA3. The energies calculatedwith the PEC taken from [27] are also presented, which are
denoted by E0. As listed in these tables, our PEC can precisely reproduce the energy levels observed by both PAS
and FTS. As shown infigure 7, |EGA− Eobs| is two orders ofmagnitude smaller than |E0− Eobs| for rovibrational
levels observed by PAS. Besides, we calculate the rootmean square error (RMSE) between Ecal andEobs,

[ ( ) ( )] ( )å= -
N

E v J E v JRMSE
1

, , , 6
c v J,

cal obs
2

where Ecal stands forE0 orEGA, andNc stands forNFT orNPA. After the optimisation of the present work, RMSE
for energy levels observed by PAS is reduced from3.055 cm−1 to 0.055 cm−1.Meanwhile, RMSE for energy
levels observed by FTS varies from0.053 cm−1 to 0.051 cm−1.

4. Conclusions

The present studywas designed tofit the PEC for B1Π state of 85Rb133Cs via genetic algorithm, aiming to
describe both FTS and PAS experimental data.We used a value-based scheme to encode the point-wise PECs
into the individuals, which compose the population inGA.Our algorithm adopted the operators including
tournament selection, simplified one-point crossover and improved non-uniformmutation, and it also
employed the elitist preservation strategy after each generation. The evolutionary process was iterated for

Figure 7. |E0 − Eobs| and |EGA − Eobs| for rovibrational levels observed by PAS.Eobs are energies of rovibrational levels observed by
PAS in [10].E0 are energies calculatedwith the empirical PEC in [27].EGA are energies calculated by the PECobtained in this work. For
each set of quantumnumbers, the left bar represents |E0 − Eobs|, and the right bar represents |EGA − Eobs|. Note that the vertical axis is
on the log scale.

Table 2.Comparison ofmolecular constants in the present workwith their counterparts
obtained by IPAor ab initio calculations.

Experiments Theories

This work IPA [27] ab initio calculations [16–19]

Te [cm
−1] 13746.42 13746.65 13753 13743 13814 13750

ωe [cm
−1] 41.06 39.4 38.62 40.8 35.04 37.0

Re [Å] 4.755 4.751 4.676 4.616 4.72 4.79
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200 generations with a population size of 200 individuals.We investigated the influence of hyperparameters on
the iteration process and final results, and determined the setting of hyperparameters. Finally, we obtained the
fitted PEC for B1Π state of 85Rb133Cs. In comparisonwith the corresponding experimental data, the error of the
rovibrational levels reproduced by thefitted PEC is less than 0.06 cm−1 on average.

The PEC in the present study features a bump-like region. To deal with this situation, we improved the
encoding scheme by incorporating both horizontal and vertical coordinates of the potential points into the
genes, so the PEC can exhibit a greater variety and flexibility. Additionally, such unusual shapes arise from the
perturbation of neighboring electronic states due to spin–orbit coupling. Tomore accurately describe the
observed perturbed data, a deperturbation analysis of the strongly coupled B1Π− c3Σ+ system is needed, which
necessitatesmore systematic spectroscopic data. Last but not least, wewill apply the obtained PEC to simulate
the photoassociation dynamics of 85Rb133Csmolecule in the future.
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Appendix. The data of energy levels used in thefitting

TableA1.The rovibrational energies and errors for B1Π state of 85Rb133Cs.Eobs are energies of
rovibrational levels experimentally observed by PAS in [10].E0 are energies calculatedwith the
empirical PEC in [27].EGA are energies calculated by the PECobtained in this work. All energy
values are in cm−1.

v J Eobs E0 E0-Eobs EGA EGA-Eobs

3 1 13 884.3574 13 883.3857 −0.9717 13 884.3669 0.0095

3 2 13 884.4232 13 883.4415 −0.9817 13 884.4225 −0.0007

3 3 13 884.5089 13 883.5251 −0.9838 13 884.5060 −0.0029

5 1 13 965.7021 13 963.3048 −2.3973 13 965.6785 −0.0236

5 2 13 965.7520 13 963.3592 −2.3928 13 965.7325 −0.0195

5 3 13 965.8150 13 963.4407 −2.3743 13 965.8135 −0.0015

8 1 14 080.6209 14 078.6305 −1.9904 14 080.6863 0.0654

8 2 14 080.6742 14 078.6837 −1.9905 14 080.7390 0.0648

8 3 14 080.7258 14 078.7636 −1.9622 14 080.8179 0.0921

9 1 14 117.2526 14 113.2392 −4.0134 14 117.1575 −0.0951

9 2 14 117.3080 14 113.2931 −4.0149 14 117.2112 −0.0968

9 3 14 117.3741 14 113.3739 −4.0002 14 117.2917 −0.0824

10 1 14 148.2887 14 143.8058 −4.4829 14 148.3035 0.0148

10 2 14 148.3398 14 143.8613 −4.4785 14 148.3611 0.0213

10 3 14 148.4047 14 143.9446 −4.4601 14 148.4476 0.0429
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Table A2.The energies of rovibrational levels with v = 0 for B1Π state of 85Rb133Csmolecule.Eobs
are energies of rovibrational levels experimentally observed by FTS in [27].E0 energies are
calculatedwith the empirical PEC in [27].EGA are energies calculated by the PECobtained in this
work. All energy values are in cm−1.

v J Eobs E0 E0-Eobs EGA EGA-Eobs

0 25 13 775.4826 13 775.4678 −0.0148 13 775.4544 −0.0282

0 43 13 793.2945 13 793.2934 −0.0011 13 793.2808 −0.0137

0 44 13 794.5499 13 794.5555 0.0056 13 794.5429 −0.0070

0 46 13 797.1578 13 797.1653 0.0075 13 797.1529 −0.0049

0 47 13 798.5008 13 798.513 0.0122 13 798.5007 −0.0001

0 69 13 835.3102 13 835.3639 0.0537 13 835.3535 0.0433

0 70 13 837.3025 13 837.3652 0.0627 13 837.3549 0.0524

0 76 13 849.9378 13 849.9664 0.0286 13 849.9568 0.0190

0 82 13 863.6165 13 863.5824 −0.0341 13 863.5736 −0.0429

0 83 13 865.9762 13 865.9501 −0.0261 13 865.9415 −0.0347

0 90 13 883.3073 13 883.3098 0.0025 13 883.3022 −0.0051

0 91 13 885.8970 13 885.9018 0.0048 13 885.8943 −0.0027

0 92 13 888.5144 13 888.5217 0.0073 13 888.5144 0.0000

0 93 13 891.1622 13 891.1695 0.0073 13 891.1624 0.0002

0 94 13 893.8357 13 893.8452 0.0095 13 893.8383 0.0026

0 100 13 910.4668 13 910.4847 0.0179 13 910.4788 0.0120

0 101 13 913.3390 13 913.3553 0.0163 13 913.3496 0.0106

0 102 13 916.2341 13 916.2537 0.0196 13 916.2481 0.0140

0 103 13 919.1560 13 919.1798 0.0238 13 919.1744 0.0184

0 104 13 922.1095 13 922.1336 0.0241 13 922.1284 0.0189

0 115 13 956.4606 13 956.4491 −0.0115 13 956.4462 −0.0144

0 116 13 959.7357 13 959.7339 −0.0018 13 959.7312 −0.0045

0 119 13 969.7786 13 969.7528 −0.0258 13 969.7509 −0.0277

0 120 13 973.1538 13 973.1473 −0.0065 13 973.1456 −0.0082

0 121 13 976.5667 13 976.5690 0.0023 13 976.5676 0.0009

Table A3.The energies of rovibrational levels with v = 1 and v = 2 for B1Π state of 85Rb133Cs
molecule.Eobs are energies of rovibrational levels experimentally observed by FTS in [27].E0 are
energies calculatedwith the empirical PEC in [27].EGA are energies calculated by the PECobtained
in this work. All energy values are in cm−1.

v J Eobs E0 E0-Eobs EGA EGA-Eobs

1 32 13 819.8985 13 819.9439 0.0454 13 819.9649 0.0664

1 34 13 821.7896 13 821.8532 0.0636 13 821.8740 0.0844

1 73 13 881.8803 13 881.7317 −0.1486 13 881.7511 −0.1292

1 74 13 883.9664 13 883.8309 −0.1355 13 883.8503 −0.1161

1 75 13 886.0808 13 885.9581 −0.1227 13 885.9775 −0.1033

1 86 13 911.2072 13 911.2034 −0.0038 13 911.2230 0.0158

1 87 13 913.6599 13 913.6659 0.0060 13 913.6855 0.0256

1 88 13 916.1411 13 916.1562 0.0151 13 916.1758 0.0347

1 89 13 918.6494 13 918.6743 0.0249 13 918.6939 0.0445

1 90 13 921.1825 13 921.2202 0.0377 13 921.2399 0.0574

1 91 13 923.7427 13 923.7939 0.0512 13 923.8136 0.0709

1 111 13 981.1667 13 981.0743 −0.0924 13 981.0951 −0.0716

1 112 13 984.3011 13 984.2272 −0.0739 13 984.2480 −0.0531

1 113 13 987.4688 13 987.4074 −0.0614 13 987.4282 −0.0406

1 114 13 990.6578 13 990.6149 −0.0429 13 990.6358 −0.0220

1 125 14 027.6375 14 027.6953 0.0578 14 027.7166 0.0791

1 126 14 031.1531 14 031.2290 0.0759 14 031.2503 0.0972

1 138 14 075.8114 14 075.7343 −0.0771 14 075.7557 −0.0557

1 139 14 079.6671 14 079.6173 −0.0498 14 079.6387 −0.0284

1 140 14 083.5612 14 083.5270 −0.0342 14 083.5484 −0.0128

2 138 14 112.3627 14 112.2613 −0.1014 14 112.2970 −0.0657

2 139 14 116.1900 14 116.1136 −0.0764 14 116.1520 −0.0380

2 140 14 120.0433 14 119.9924 −0.0509 14 120.0336 −0.0097

2 141 14 123.9248 14 123.8978 −0.0270 14 123.9419 0.0171

2 144 14 135.7005 14 135.7727 0.0722 14 135.8262 0.1257
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