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Quantum random number generators (QRNGs) can gener-
ate true random numbers and have significant applications
in quantum communication, numerical computation, and
model simulation. However, the rate of random number
generation based on photon detection is constrained by the
maximum count rate of a single-photon detector. Therefore,
improving the efficiency of random number generation for
individual photon detection events becomes an optional way
to increase the rate of random number generation. In this
paper, multidimensional photon detection is implemented to
enhance single-photon detection events, thereby providing a
new, to the best of our knowledge, technical development
strategy for high-speed random number generators. The
temporal and spatial coherence of coherent-state photons
is utilized as a valuable quantum resource, enabling us to
achieve the simultaneous extraction of time–space measure-
ment collapsed randomness for single-photon detection
events using a chip-scale CMOS-integrated single-photon
avalanche diode array. The efficiency of random number
generation for single-photon detection events is effectively
improved. In our experiments, up to 20 bits can be extracted
from an individual photon detection event, and the rate of
random number generation reaches up to 2.067 Gbps. ©
2024 Optica Publishing Group. All rights, including for text and data
mining (TDM), Artificial Intelligence (AI) training, and similar tech-
nologies, are reserved.
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Quantum random number generators (QRNGs) [1–3] gen-
erate true random numbers based on the randomness of
non-orthogonal quantum state measurement collapse and have
significant applications in quantum communication, numeri-
cal computation, and model simulation [4–7]. High-rate ran-
dom number generation is required for applications such as

high-speed quantum communication [8,9] and first-principle
calculations. However, the random number generation rate is
limited by the photon count rate of single-photon detectors. In
principle, the amount of information that can be carried by one
photon is infinite. Therefore, improving the efficiency of random
number generation for one photon detection event becomes an
effective way to improve the rate of quantum random number
generation [10–12].

One of the early implementations of a quantum random num-
ber generator involves directing a non-orthogonally polarized
photon into a polarized beam splitter, where the probability
of the photon measurement collapsing to either output port is
1/2. At most one random bit can be extracted from the photon
detection event, i.e., the efficiency of random number genera-
tion is 1 bit/event [13–16]. The temporal and spatial coherence
of coherent states can also serve as a quantum resource for gen-
erating random numbers, and the efficiency of random number
generation for one photon detection event can be significantly
improved due to the continuity of time and spatial measure-
ments [17–21]. Among them, the efficiency of random number
generation for temporal coherence measurements is correlated
with the system temporal resolution [22–24]. In 2020, Stanco
et al. from the University of Padova improved the efficiency of
random number generation by increasing the temporal resolu-
tion of photon detection to 17.86 ps with a statistical interval
of 4.8 ms, and the efficiency of random number generation
realized is 28 bits/event [25]. Compared to previous random
number generation schemes based on temporal measurements,
this method significantly improves the efficiency of random
number generation. The random number generation method
based on photon spatial coherence measurements obtains ran-
dom bits by localizing the spatial position of photon detection.
Its generation efficiency is directly related to the number of
the pixel units of the single-photon avalanche diode (SPAD)
array [26]. In 2016, Yan et al. of Nanchang University achieved

0146-9592/24/236725-04 Journal © 2024 Optica Publishing Group

https://orcid.org/0000-0002-0037-856X
https://orcid.org/0000-0002-6822-5113
https://doi.org/10.1364/OL.538589
https://crossmark.crossref.org/dialog/?doi=10.1364/OL.538589&amp;domain=pdf&amp;date_stamp=2024-11-22


6726 Vol. 49, No. 23 / 1 December 2024 / Optics Letters Letter

a random bit generation efficiency of 16 bits/event using a
SPAD array with a pixel scale of 256× 256 [27]. This new
type of quantum random number generator provides an effi-
cient scheme for random number generation based on spatial
coherent measurements of photons. Random number genera-
tion efficiency can be further improved by combining temporal
and spatial measurements [28,29]. It should be noted that in
practice, the random number generation rate is also related
to the photon count rate. However, an increase in the photon
count rate often results in a decrease in the efficiency of ran-
dom number generation; therefore, it is necessary to balance the
photon count rate and the efficiency of random number gener-
ation in order to obtain the optimal random number generation
rate.

To realize efficient and high-rate random number genera-
tion, this paper proposes an efficient random number generation
method based on multidimensional time–space photon detec-
tion. A chip-scale SPAD array with time-resolved capability is
utilized to realize the simultaneous extraction of random bits
from a single-photon detection event in both time and space
dimensions. There are 210= 1024 detection time slots for each
photon detection, and the pixel scale of a detector array is
32× 32= 210. Therefore, a maximum of 20 random bits can be
extracted from one photon detection event. We discussed how
factors such as time and spatial resolution and photon counting
rate affect the rate of random number generation, providing a
formulaic description of these relationships. This method sub-
stantially improves the efficiency of quantum random number
generation. In our experiment, the random number generation
rate reaches up to 2.067 Gbps (bit per second) when the photon
count rate is 193.401 Mcps (count per second).

The source of randomness is consuming the coherence of
quantum states. Coherent-state photons have temporal and spa-
tial coherence, which randomly collapses to a moment or spatial
location when photons are measured in the time or space
domain. In this paper, we simultaneously extract the random-
ness of a single-photon detection event measured in its time and
space dimensions and realize a significant improvement in the
efficiency of random number generation.

The probability of a photon being detected at any moment
within coherent time is equal. In practice, there are unavoid-
able errors in the measurement of photon arrival time due to
hardware constraints such as time jitter of SPADs and resolu-
tion of time-to-digital converters (TDC). Here, assume that the
photon arrival time is divided into m time slots for each inte-
gration period T. The measurement of one photon will make it
collapse into one of the time slots and the probability of falling
in each time slot is pt= 1/m, {t= 1, 2, . . . m}. In our system, after
one photon is detected, the detector no longer responds to any
other photons within the integration period. Therefore, as the
photon count rate increases, the photon will have a higher prob-
ability of being detected by the preceding time slots, making
its probability distribution no longer uniform, which will lead
to a decrease in the efficiency of random number generation.
The number of random bits BTime that can be extracted in the
time dimension from one photon detection event, according to
Shannon’s information theory, is as follows:

BTime =
1
m

m∑︂
t=1

log2

(︃
1
pt

)︃
≤ log2(m), (1)

where the equality sign holds if and only if pt= 1/m, {t= 1, 2,
. . . m}.

When performing spatial dimension detection, the detection
model can be viewed as an incident photon being directed toward
each detection pixel unit after passing through a 1× n beam
splitter. Assuming that the splitting ratio of each channel is 1/n,
the probability of one photon being detected by each pixel is
equal according to the principle of quantum state superposition.
Considering that the photon counting of coherent state obeys the
Poisson distribution, the probability of k photon detections in
each integration period T is αk exp(−α)/k!, where α is the mean
photon count rate. Here we assume that the detection pixel unit
is a photon number indistinguishable detector and can respond
to at most one photon event within one integration period. k
photons randomly detected by n pixel units will appear in Ck
n possible permutations, and thus the number of random bits
that can be extracted in the spatial dimension from one photon
detection event is as follows:

BSpatial =
1
k

Ck
n∑︂

s=1

pslog2C
k
n ≤ log2n, (2)

where ps represents a correction factor caused by the non-
uniform spatial distribution of the photons. The equality holds
if and only if the probability of photons being detected by each
pixel unit is equal.

According to the Pauli theorem, in quantum mechanics, time
can only be treated as a parameter rather than a physical
observable represented by an operator. In other words, time t
commutes with all observable operators. The position operator
is a Hermitian operator, and when time and the position operator
simultaneously act on a quantum state, the measured value is a
real number. Therefore, it is possible to simultaneously mea-
sure the arrival time and spatial position of the photons, thereby
enhancing the efficiency of quantum random number generation.
In practice, the entropy of the measurement results may decrease
due to the uneven quantum efficiency of the 1024 detectors or
the non-uniform intensity distribution of the light source. After
correcting the raw data, the rate of quantum random number
generation can be expressed as follows:

N =
k
T

f ⎛⎜⎝1
k

Ck
n∑︂

s=1

pslog2C
k
n +

1
m

m∑︂
t=1

log2
1
pt

⎞⎟⎠ , (3)

where T represents the integration period and k represents the
photon counts within one integration period. The efficiency of
random number generation is maximized when k= 1; f rep-
resents the efficiency of the randomness extractor, which is an
algorithm that generates nearly perfect random numbers from the
output of the SPAD array, which could be imperfectly random.

To simultaneously obtain the photon arrival time and the spa-
tial position, we constructed an efficient multidimensional quan-
tum random number generator based on a CMOS-integrated
time-resolved SPAD array, as shown in Fig. 1. The coherent light
source used is a fiber laser with a wavelength of 633 nm (LD-PD
INC, PL-NL-0633-B-A8-1-PA). An adjustable optical attenua-
tor is used to adjust the light intensity. To ensure the uniform
spatial distribution as much as possible, an engineered diffuser
is used to shape the Gaussian beam into a flat-top beam. In
practice, due to factors such as the performance of the polymer-
engineered diffuser, differences in detector quantum efficiency,
and shot noise, the measurement results from the detector array
cannot achieve a perfectly uniform distribution. The detector is
a CMOS-integrated time-resolved 32× 32 SPAD array (Photon
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Fig. 1. (a) Experimental setup for an efficient multidimen-
sional quantum random number generator, including a coherent
light source and a CMOS-integrated time-resolved single-photon
avalanche diode array that can photonically probe temporal data
and spatial data to extract random numbers. The small spheres in
the figure represent input photons; the yellow squares represent each
pixel of the array; the blue and pink outlines represent the electrical
pulse signals output by the array after detecting photons, which will
be fed into the FPGA for data processing. (b) Chip-scale CMOS-
integrated single-photon avalanche diode array for realizing photon
spatiotemporal measurements. The array size is 32× 32 pixels, the
SPAD active area is 1.6× 1.6 mm, the pixel pitch is 50 µm, and the
optical fill factor is 1.5%. (c) Basic block diagram of a 32× 32 SPAD
array. The data flow originates in the SPAD array and is transmitted
to the module FPGA via a high-speed data link. The FPGA streams
the data to the personal computer (PC) via a PCI Express link. On
the PC, the FFT-Toeplitz-Hash function is executed to post-process
the raw data.

Force, PF32), with each pixel unit integrating a TDC capable
of achieving a time resolution of 1024 time slots. Each pixel
is a single-photon detector without photon number resolution
capability. A signal generator (Tektronix AFG3102) outputs a
20 MHz square wave as a trigger signal for the TDC of the SPAD
array. The TDC integration period of SPAD array is 4 µs, and
the frame rate is 250 kHz. To generate information-theoretically
provable random numbers, the FFT-Toeplitz-Hash function was
used as the randomness extractor [30,31].

Ideally, the efficiency of random number generation is maxi-
mized when there is only one photon detection event occurring
in one integration period. However, in practical applications, we
pursue not only the highest efficiency of random number gener-
ation but also, more importantly, the random number generation
rate. Therefore, it is desirable to detect as more photons in one
integration period. In principle, there exists an optimal photon
count rate for each system that maximizes the random number
generation rate.

When the photon count rate is sufficiently high, the arrival
time distribution of detected photons within the integration

Fig. 2. Photon arrival time distribution and spatial distribution.
(a) Photon arrival time follows a uniform distribution. Here, the
defects of TDC result in 909 valid time slots. (b) Spatial distribution
of a 32× 32 SPAD array.

period can no longer be approximated as uniform. In this case,
photons are more likely to be detected in the earlier time slots.
To test the uniformity of the photon distribution in each time
slot in our experiment, the arrival times of photons at a rate of
193.401 Mcps were statistically analyzed, as shown in Fig. 2(a).
The integration period of the SPAD array is T= 4 µs and there
are 1024 pixels. The mean photon count rate per pixel unit per
integration period is approximately 0.85. It can be seen that
the photon distribution remains approximately uniform. Due to
variations in detection efficiency among pixels and imperfect
spatial distribution of photons, there are fluctuations in photon
counts for different pixels, as depicted in Fig. 2(b).

To characterize the performance of the QRNG, we conducted
tests on the efficiency and rate of random number generation at
different photon count rates, as shown in Fig. 3. At a lower pho-
ton count rate, the efficiency of random number generation per
photon detection event is higher. For instance, when the mean
photon count rate per integration period is 33.669, the maximum
efficiency of random number generation is 15.219 bits/event. As
photon count increases, the efficiency of random number gen-
eration decreases, while the random number generation rate

Fig. 3. Efficiency versus rate curves of an efficient quantum ran-
dom number generator based on multidimensional spatiotemporal
photon detection. In the figure, the x axis represents the photon count
within one integration period. The y axis on the left side shows the
efficiency of single-photon events (ESPE), while the y axis on the
right side represents the overall random number generation rate.
The pink triangle, labeled as E-Exp, denotes the experimentally
measured value of the number of random bits extracted from a
single-photon detection event. The pink solid line, labeled as E-
Thy, represents the theoretically computed value of the number
of random bits extracted from a single-photon detection event, as
obtained from Eqs. (1) and (2). The blue triangle, labeled as R-Exp,
denotes the experimental test value of the QRNG generation rate,
and the blue solid line, labeled as R-Thy, represents the theoreti-
cally calculated QRNG generation rate, obtained from Eq. (3). The
integration period is T= 4 µs, and the algorithm efficiency is f= 1
(in practice, the algorithm efficiency is never 1).
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Fig. 4. NIST test results. The brown dotted line is the minimum
significance level of α= 0.01.

increases due to the higher photon count rate. In the experiment,
when the photon count rate reaches 193.401 Mcps, the minimum
entropy extract from the time dimension is 0.979, and from the
spatial dimension is 0.096, which results in a maximum ran-
dom number generation rate of 2.067 Gbps. Further increasing
the random number generation rate is limited by the maximum
photon count rate of the SPAD array.

The Statistical Test Suite was developed by the National Insti-
tute of Standards and Technology (NIST) to assess both random
number generators (RNGs) and pseudo-random number genera-
tors (PRNGs). It consists of 16 individual tests, each evaluating a
“tail probability” (P-value). Typically, for cryptographic applica-
tions, the P-value should exceed the minimum significance level
α= 0.01 [32]. We segmented the extracted random sequence
of 2.067 Gbps into 1000 shorter sequences, subjecting each of
these segments to all tests within the NIST suite. The results
demonstrate that the P-values obtained from each test comfort-
ably exceed the minimum significance level α= 0.01, as shown
in Fig. 4. This confirms that the generated random sequences
meet the rigorous statistical requirements necessary for cryp-
tographic applications, as verified by the comprehensive NIST
testing suite.

In this paper, an efficient multidimensional random num-
ber generation method is proposed based on a chip-level
CMOS-integrated time-resolved SPAD array. By simultane-
ously detecting photons in both time and spatial dimensions, the
efficiency of random number generation for one photon detec-
tion event is significantly improved, thus improving the rate of
random number generation. In our experiment, a maximum ran-
dom number generation rate of 2.067 Gbps was demonstrated.
The experimental results have passed internationally recognized
NIST tests.
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