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ABSTRACT
Bacteria are the primary cause of infectious diseases, making rapid and accurate identification crucial for timely pathogen 
diagnosis and disease control. However, traditional identification techniques such as polymerase chain reaction and loop- 
mediated isothermal amplification are complex, time- consuming, and pose infection risks. This study explores remote (~3 m) 
bacterial identification using laser- induced breakdown spectroscopy (LIBS) with a Cassegrain reflective telescope. Principal 
component analysis (PCA) was employed to reduce the dimensionality of the LIBS spectral data, and the accuracy of support 
vector machine (SVM) and Random Forest (RF) algorithms was compared. Multiple repeated experiments showed that the 
RF model achieved a classification accuracy, recall, precision, and F1- score of 99.81%, 99.80%, 99.79%, and 0.9979, respec-
tively, outperforming the SVM model and providing more accurate remote bacterial identification. The method based on 
laser- induced plasma spectroscopy and machine learning has broad application prospects, supporting noncontact disease 
diagnosis, improving public health, and advancing medical research and technological development.

1   |   Introduction

Since the 20th century, diseases caused by microorganisms 
such as bacteria, fungi, and parasites have become a signif-
icant factor in the decline of biological populations. In the 
medical field, the diversity of bacteria presents immense 
challenges for treatment. The inability to rapidly and accu-
rately identify pathogenic bacteria inevitably leads to delays 
in  treatment, and there is also a risk of secondary infection 
during close- contact identification. Currently, common 

methods for bacterial identification include nucleic acid- 
based techniques such as polymerase chain reaction (PCR) 
[1] and Loop- Mediated Isothermal Amplification (LAMP) 
[2]. Although these methods offer high detection accuracy 
[3– 5], they also have drawbacks, such as the potential for 
false  positives or false negatives, complex procedures, and 
lengthy processing times, which fail to meet the need for rapid 
bacterial identification. Therefore, there is an urgent need 
for a fast, sensitive, safe, and remote microbial identification 
technology.
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Since its inception in the last century, laser- induced break-
down spectroscopy (LIBS) [6] technology has garnered signif-
icant attention due to its substantial advantages in material 
detection and characterization. This technique uses a laser 
as the emission source, detecting the plasma spectrum gen-
erated on the sample surface. By analyzing the characteris-
tic emission lines of atoms and molecules, it determines the 
composition and properties of the sample. LIBS technology of-
fers numerous advantages, including minimal sample prepa-
ration, rapid detection, noncontact analysis, and the ability 
to simultaneously analyze multiple elements. Consequently, 
it has been widely applied in various fields, such as mineral 
classification [7], and the identification and classification of 
explosives [8].

In the identification of microorganisms such as bacte-
ria, LIBS has also demonstrated significant potential and 
achieved remarkable progress [9– 11]. For instance, Multari 
et al. successfully differentiated Escherichia coli, three clones of 
methicillin- resistant Staphylococcus aureus (MRSA), and other 
MRSA strains using LIBS combined with blind testing [12]. 
They later attempted to distinguish between live pathogens and 
dead viruses with LIBS and found it capable of identifying vari-
ous strains [13]. Barnett et al. confirmed that LIBS could be used 
to differentiate bacteria by analyzing the spectra obtained from 
intestinal Salmonella [14]. Wu et al. developed a sensor inte-
grating laser- induced breakdown spectroscopy with lateral flow 
strips (LIBS- LFS), enabling the detection of Staphylococcus au-
reus within 10 min, with a detection limit as low as 1.6 cfu mL−1 
[15]. Diedrich, Rehse, and Palchaudhuri employed discriminant 
function analysis on the LIBS spectra of Escherichia coli and 
other bacteria, demonstrating its effectiveness in distinguishing 
different pathogens [16] and various strains of the same species 
[17]. Baudelet et al. analyzed five types of bacteria, including 
Escherichia coli, using femtosecond LIBS, proving that bacterial 
concentration can be characterized by the relative concentration 
of their trace mineral elements [18]. These studies collectively 
confirm the feasibility of LIBS in bacterial identification.

Despite the high similarity in LIBS spectra among different mi-
croorganisms, combining this technique with machine learning 
algorithms can overcome the challenges of distinguishing bacte-
rial spectra and enhance the accuracy of bacterial identification 
[19]. Researchers typically employ machine learning algorithms 
to train classification models using the LIBS spectra of bacteria 
as input. For example, Rao et al. collected LIBS spectra from 10 
microbial samples, including Bacillus subtilis and Saccharomyces 
cerevisiae, and successfully identified these bacteria using 
Random Forest (RF) and principal component analysis (PCA) 
algorithms, achieving an accuracy of over 90% [20]. Farias et al. 
used near- infrared diffuse reflectance spectra combined with 
PCA and K- Nearest Neighbors (KNN) algorithms, attaining 
100% accuracy in identifying four types of bacteria, including 
Salmonella enteritidis [21]. Manzoor et al. proposed a bacterial 
identification method combining LIBS with neural network al-
gorithms, successfully identifying 40 strains of bacteria respon-
sible for infections. This method not only distinguished different 
strains of the same bacterial species but also achieved spectral 
correlation exceeding 95% [22]. These studies demonstrate that 
using machine learning algorithms to process bacterial spec-
tra can significantly improve identification accuracy. However, 

considering the safety risks associated with close- range bacte-
rial identification, there is a necessity for research on remote 
bacterial identification, focusing on remote laser excitation, 
weak spectral signal collection, and more sophisticated machine 
learning algorithms.

This study focuses on exploring the feasibility of remote bacte-
rial species identification using LIBS with a Cassegrain reflec-
tive telescope. Multiple evaluation metrics were employed to 
assess the performance of different classification models.

2   |   Experiment

2.1   |   Sample Preparation

The experiment selected nine types of bacteria: Escherichia coli 
(E. coli), Bacillus subtilis (B. subtilis), Enterococcus faecalis (E. fae-
calis), Pseudomonas fluorescens (P. fluorescens), Salmonella 
typhimurium (S. typhimurium), Bacillus thuringiensis (B. thuring-
iensis), Staphylococcus aureus (S. aureus), Candida albicans, and 
Bacillus megaterium (B. megaterium). High- purity graphite plates 
were chosen as the detection substrate [23, 24].

Prior to the commencement of the experiment, inoculating 
loops, test tubes, and other laboratory equipment were subjected 
to continuous disinfection under a 394 K alcohol lamp for 20 min. 
Subsequently, appropriate bacteria were collected from slanted 
solid media using inoculating loops and inoculated onto Luria- 
Bertani (LB) solid media. The LB solid media were then placed 
in a constant temperature incubator and incubated at 37°C for 
36 h to ensure the purity of the bacterial strains. Following this, 
colonies were retrieved from the LB solid media and transferred 
to liquid media for shaking culture for 12 h. Upon completion 
of the incubation, bacterial colonies from the liquid media were 
retrieved for the experiment, and their concentrations were ver-
ified to be relatively constant by measuring the OD600 values. 
Finally, the bacterial solution underwent three washes with ul-
trapure water. Subsequently, 1 mL of the bacterial solution was 
aspirated using a pipette and evenly spread onto the surface of 
the test substrate to ensure uniform distribution. The substrate 
was then allowed to air- dry to facilitate subsequent experimen-
tal procedures.

2.2   |   Experimental Setup

The experimental setup for remote detection of LIBS based on 
a Cassegrain reflective telescope is illustrated in Figure 1. The 
Nd:YAG laser used (Quantel Q- smart 450) emits at a wave-
length of 1064 nm with a repetition rate of 10 Hz and a single 
pulse energy of 80 mJ. The primary and secondary mirrors of 
the Cassegrain telescope have diameters of 300 and 60 mm, re-
spectively. After passing through a beam expander, the laser is 
reflected into the Cassegrain telescope by a dichroic mirror. By 
adjusting the position of the secondary mirror, the laser is fo-
cused at a distance of 3 m from the primary mirror. The samples 
are placed on an x- y- z sample stage, and the stage rotation en-
sures that the laser irradiates different points on the sample for 
each shot. The fluorescence of the plasma radiation is collected 
by a focusing lens and guided into a four- channel spectrometer 
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(Avantes, AvaSpec- ULS2048L). The spectrometer has an ef-
fective wavelength range of 200– 1040 nm, with an integration 
time set to 100 ms and a delay controlled by a digital delay pulse 
generator (DG535) set to 300 ns. 100 spectra were collected for 
each bacterial sample, resulting in a total of 900 bacterial spec-
tra collected.

3   |   Results and Discussion

3.1   |   Preprocessing of Bacterial Spectra

During remote detection of bacteria, the collected spectral sig-
nals exhibit high similarity due to the requirement of various 
basic elements such as carbon, hydrogen, nitrogen, oxygen, po-
tassium, calcium, etc., for normal growth and metabolism of all 
types of bacteria. Additionally, the composition elements of the 
substrate and culture medium may also introduce interference 
to the spectra. Hence, preprocessing of the collected spectral sig-
nals is necessary.

Commonly used spectral preprocessing methods include spec-
tral smoothing, maximum normalization, total normalization, 
Fourier transform, wavelength selection, derivative transfor-
mation, feature extraction, baseline correction, standard nor-
mal variate transformation, moving average smoothing, and 
Savitzky– Golay smoothing filter. In this study, we first filtered 
out bacterial spectra with a signal- to- noise ratio below 5 dB for 
the Na I 588.9 nm spectral line. This choice was made because, 
compared to other elemental lines in bacterial spectra, the Na 
I 588.995 nm line exhibits the most stable intensity and better 
signal- to- noise ratio. Subsequently, background subtraction and 
five- window Savitzky– Golay smoothing were applied to these 
spectra. The preprocessed bacterial spectra are illustrated in 
Figure 2, where characteristic spectral lines of each element are 
highlighted, and the corresponding wavelength information is 
listed in Table 1. These preprocessing steps aid in reducing inter-
ference and emphasizing feature signals, thereby enhancing the 
accuracy and reliability of subsequent analyses.

After preprocessing the bacterial spectra, we observed that 
different bacteria exhibit a certain degree of similarity in their 
spectra, yet significant differences in spectral line intensities 

exist. For example, both Bacillus subtilis and Enterococcus faeca-
lis spectra display the Ca II 393.4 nm spectral line, but Bacillus 
subtilis exhibits significantly higher intensity compared to 
Enterococcus faecalis; the spectral line intensity of Candida al-
bicans at Ca II 393.4 nm is much lower than at Ca II 396.8 nm. 
Furthermore, at Ca I 422.7 nm, only spectra of Escherichia coli, 
Bacillus subtilis, Bacillus thuringiensis, Candida albicans, and 
Bacillus megatherium show this spectral line, while it is not de-
tected in spectra of other bacteria. Additionally, the intensity 
differences of the K I 766.5 nm, K I 769.9 nm, O I 777.2 nm, and 
Na I 819.5 nm spectral lines are subtle, making them difficult to 
distinguish accurately visually. It is noteworthy that laser energy 
and environmental factors also influence the intensity of bacte-
rial spectral lines, affecting classification accuracy. Therefore, a 
combination of different classification algorithms is necessary 
to improve accuracy.

3.2   |   Identification of Bacteria

In this study, two different classification algorithms were em-
ployed in an attempt to enhance the classification accuracy of 
nine types of bacteria. Additionally, model evaluation metrics 
including classification accuracy, recall, precision, and F1 score 
were utilized to assess the performance of these two classifica-
tion models.

3.2.1   |   Identification by PCA

PCA is a commonly used dimensionality reduction technique 
employed to extract key features from high- dimensional data 
and compress the data  [25]. It achieves this by linearly trans-
forming the original data into a new set of variables called prin-
cipal components, which are linear combinations of the original 
data with the highest variance. By retaining only the first few 
principal components, data dimensionality reduction can be 
achieved.

After employing PCA to reduce the dimensionality of the spec-
tra, cumulative contribution rates of principal components for 
the nine bacterial strains were obtained, as shown in Figure 3. 
It can be observed that the cumulative contribution of the first 

FIGURE 1    |    Experimental setup for remote bacterial identification using a Cassegrain reflective telescope- based LIBS system.
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three principal components for all nine bacterial strains ex-
ceeds 90%, indicating that these principal components are suf-
ficient to effectively represent the compositional elements of 
the bacteria.

Figure  4 depicts a 3D scatter plot of the first three principal 
component scores for the nine bacterial strains. From the spa-
tial stacking of data points representing various bacterial strains 
in the plot, it can be observed that using PCA alone does not 
accurately classify these nine bacterial strains [26]. Hence, it is 
necessary to combine other algorithms to enhance the accuracy 
and reliability of classification.

3.2.2   |   Identification by SVM

Support vector machine (SVM) is a commonly used supervised 
learning algorithm applicable to classification and regression 
problems. Its basic principle is to find an optimal hyperplane in the 
feature space to separate samples of different classes [27]. The core 
idea is to maximize the margin, which means finding a hyper-
plane that maximizes the distance between the hyperplane and 
the closest support vectors. Determining the maximum margin 
can provide the classifier with good robustness and generalization 
ability, and dividing the hyperplane in high- dimensional feature 

FIGURE 2    |    Averaged LIBS spectra of the nine bacterial strains after spectral preprocessing.

TABLE 1    |    Atomic and molecular emission lines observed in 
bacterial samples.

No. Element Wavelength (nm)

1 C- N 388.3

2 Ca II 393.4, 396.8

3 Ca I 422.7

4 K I 532.3, 533.9, 766.5, 769.9

5 Na I 588.9, 589.6, 819.5

6 O I 777.2

7 N I 818.5
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space can be used to solve nonlinear problems. However, SVM's 
training time can be long when dealing with large- scale datasets. 
SVM supports various kernel functions, including linear ker-
nel function, polynomial kernel function, Radial Basis Function 
(RBF) kernel function, and Sigmoid kernel function. By using 
these kernel functions, data can be mapped to high- dimensional 
space to handle nonlinear problems. The RBF kernel function is 
chosen in this study because it possesses strong nonlinear model-
ing capabilities, enabling it to handle complex data distributions 
and decision boundaries. Additionally, it can map sample data 
to high- dimensional space, better separating different samples. 
These advantages contribute to improving the classification per-
formance of the model. For this classification task, the RBF kernel 
parameter and penalty coefficient were optimized, resulting in an 
RBF kernel parameter set to 1 and a penalty coefficient set to 2.

In this bacterial identification experiment, 900 bacterial spec-
tral data were divided into training and test sets in an 8:2 ratio. 
Specifically, the training set comprised 720 bacterial spectra, 
with 80 spectra for each type of bacterium. The test set included 
180 bacterial spectra, with 20 spectra for each type of bacterium. 

The spectral data input into the machine learning model were 
all reduced using PCA [28]. Figure 5 shows the confusion ma-
trix for the SVM classification model's identification of the nine 
bacterial strains. As shown in the figure, the SVM classification 
model achieved a recognition accuracy of 98.89% for the bacteria 
in the test set. Only two E. coli samples were misidentified as 
Candida albicans.

The confusion matrix is a commonly used tool for evaluating 
algorithm performance in classification problems. It is indis-
pensable for tasks such as bacteria identification. It assesses al-
gorithm performance by statistically summarizing the correct 
and incorrect classification results. In the confusion matrix, 
each row represents the situation of a particular bacteria spe-
cies in the testing set, while each column represents the bacteria 
category predicted by the algorithm. Each element indicates the 
number of samples predicted to belong to a certain bacterial spe-
cies. In bacteria identification tasks, the total sum of numbers in 
each row of the confusion matrix represents the total number of 
samples for that bacterial species in the testing set. The elements 
on the main diagonal represent the number of bacteria correctly 
identified, that is, the number of true positives.

By observing the confusion matrix shown in Figure 6, we can no-
tice that the larger the elements on the main diagonal, indicating 
more bacteria correctly identified, the color tends toward purple. 
Conversely, when the number of correctly identified bacteria is 
low, the color tends toward cyan. The rows and columns of the 
confusion matrix correspond to the actual and predicted catego-
ries of bacteria, respectively. Through analysis of the confusion 
matrix, we can obtain the numbers of true positives, true nega-
tives, false positives, and false negatives for each bacterial spe-
cies. Based on these numbers, we can calculate some commonly 
used evaluation metrics for classification models, such as recall, 
precision, and F1 score, with corresponding formulas as follows:

(1)Recall =
TP

TP + FN

(2)Precision =
TP

TP + FP

FIGURE 3    |    Cumulative contribution rates of principal component 
scores.

FIGURE 4    |    3D classification plot of the nine bacterial species.

FIGURE 5    |    Confusion matrix of the SVM classification model.
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where TP, TN, FP, and FN represent true positives, true nega-
tives, false positives, and false negatives, respectively.

3.2.3   |   Identification by RF

RF is an ensemble learning algorithm commonly used for 
classification and regression tasks, which combines multiple 
decision trees for prediction [29]. Its basic idea is to construct 

multiple decision trees, each trained on a random subset of the 
data and using random feature subsets for splitting. Finally, 
the predictions from individual decision trees are aggregated 
to obtain the final prediction. The RF algorithm reduces over-
fitting by randomly selecting sample data to build decision 
trees, thereby improving the model's generalization ability. RF 
is suitable for various types of datasets and exhibits a certain 
level of robustness in handling missing values and outliers.

When using the RF algorithm for bacterial identification, we 
employed the same data as input as the SVM classification 
model. The training and testing sets were also divided into an 
8:2 ratio. Due to the stochastic nature of the RF algorithm, a 
random subset of the training data is selected each time to build 
the classification model. Therefore, the number of spectra for 
different bacteria in the training and testing sets may vary.

Figure 6 shows the confusion matrix for a randomly selected test 
set from one of the classification tests. Upon observation, it can be 
seen that the classification accuracy of the RF model is 99.44%. 
Only one bacterial spectrum was misclassified, where B. megathe-
rium was erroneously identified as P. fluorescens. To further evalu-
ate the performance of the RF classification model, we conducted 
multiple repeated tests on the re- partitioned training set and calcu-
lated the average identification accuracy. After multiple repeated 
tests, the average identification accuracy reached 99.81%. In most 
tests, the model achieved a 100% accuracy rate, with only rare in-
stances of misidentification of B. subtilis and B. megatherium.

To further evaluate the performance of the RF classification 
model, we optimized the number of decision trees in the model. 
Figure 7 illustrates the relationship between the number of deci-
sion trees and the classification accuracy of the RF model. It can 
be observed that the number of decision trees influences the accu-
racy of the classification model. Selecting an appropriate number 
of decision trees can strike a balance between model complexity, 
training time, memory consumption, and the effectiveness of en-
semble learning, thus achieving better classifier performance and 
generalization ability. When the number of decision trees is less 
than 160, the overall trend of model performance improves as the 
number of decision trees increases. However, when the number 
of decision trees exceeds 160, further increasing the number of 
trees leads to fluctuations in model performance. Therefore, we 
ultimately selected 160 decision trees as the optimal number. This 
choice maintains high classification performance while avoiding 
issues such as prolonged classification time and reduced accuracy 
caused by an excessive number of decision trees, thereby achieving 
better generalization ability.

After finalizing the selection of 160 decision trees, we conducted 
multiple repeated tests on the RF model with optimized parame-
ters. Each test was based on a re- partitioned training set, and the 
average identification accuracy was calculated. After multiple 

(3)F1 Score =
2 × (Precision × Recall)

Precision + Recall

FIGURE 6    |    Confusion matrix of the RF classification model.

FIGURE 7    |    Impact of the number of decision trees on the 
classification accuracy of the RF model.

TABLE 2    |    Evaluation metrics for SVM and RF classification models.

Classification model Classification accuracy Recall Precision F1 score

SVM 98.89% 98.90% 99.00% 0.9895

RF 99.81% 99.80% 99.79% 0.9979

 18640648, 2024, 11, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jbio.202400332 by Shanxi U

niversity, W
iley O

nline L
ibrary on [21/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



7 of 8

tests, the average identification accuracy reached 99.81%. In 
most tests, the model achieved 100% accuracy, with only rare 
instances of misidentification of B. subtilis and B. megatherium. 
Table 2 presents the average evaluation metrics of the SVM and 
RF models from multiple repeated tests.

4   |   Conclusions

This study designed and constructed a LIBS remote detection 
system based on a coaxial Cassegrain telescope, which success-
fully achieved effective excitation, spectral collection, and identi-
fication of bacterial species at a distance of 3 m. Considering the 
similarity of bacterial spectra, we compared and evaluated the 
predictive performance of two classification algorithms, SVM 
and RF, in bacterial identification. First, PCA was utilized to re-
duce the dimensionality of bacterial spectral data, and SVM and 
RF classification models were established. The SVM model, using 
the RBF kernel function, achieved a bacterial identification rate 
of 98.11% in fivefold cross- validation. The RF model, selecting 160 
decision trees, achieved a bacterial identification rate of 99.81%, 
with corresponding recall, precision, and F1 score of 99.80%, 
99.79%, and 0.9979, respectively, all showing improvements over 
the SVM model. In summary, the RF algorithm demonstrated su-
perior performance in remotely identifying bacteria compared to 
SVM, proving that combining LIBS with RF can more effectively 
achieve remote identification of bacterial species. The bacterial 
identification method proposed in this study is noncontact, rapid, 
nondestructive, efficient, and does not produce any harmful res-
idues, providing a safe means for detecting microorganisms in 
hazardous environments, with significant potential applications 
in medicine, public health, and other fields. In the next steps, we 
plan to enhance excitation efficiency using dual- pulse technol-
ogy and optimize optical path design to meet the requirements of 
bacterial detection at greater distances.
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